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Abstract

Dealing with uncertainty for data extracted from disparate sensors is a fundamental issue in the area of sensor integration and fusion. In this thesis we describe a technique that models and fuses three dimensional information extracted from a stereo vision system and an ultrasonic range system in order to recover the three dimensional pose of an object as well as the accuracy associated with these measurement. Specifically, we have probabilistically modelled the sources of error in a stereo system and those inherent in the ultrasonic range measurement system. First the measurement generated by stereo system is updated by the ultrasonic system using an optimization technique solved for by the Euler–Lagrange Calculus of Variations equations. Second the uncertainties inherent in each of the measurements are combined by fusing the probability densities of the stereo and ultrasonic range data for each of the target points describing the pose. The advantage of this method is that we are able to deal with significantly different data in a common and unique way to infer knowledge that exploits the best features and ignores weaknesses of each sensor.
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CHAPTER 1

Introduction

In recent years an increased interest in the development of multi-sensor robotic systems is seen [1,2,3,4]. The reason for this can be attributed to the fact that there is a fundamental limitation on the use of a single sensor to reconstruct the description of an environment and because of the large increase in the performance/cost ratio of these sensors. For a robotic system to achieve a degree of intelligence and autonomy, it must be capable of using different sources of sensory information in an active (real time processing of data) and dynamic (adapting to changes in the environment) manner.

Acquiring data from multiple sensors enables a robot involved in inspection and manipulation tasks to operate accurately and efficiently. Robust task execution is accomplished by increasing sensor and manipulator accuracy, using high tolerance and known objects, and supplying parts in predetermined pose. This works well when the robot controlled environment is known and all the tasks and motions to be performed are planned in advance. If robotic systems are increasingly required to operate in complex domains, where the environment and the tasks are unknown or uncertain, then this allowance for uncertainty will be insufficient to ensure safe, efficient, and accurate operation of the robotic
An additional advantage in using several different sensors is that different sensors are sensitive to different signals, each of which unveils a particular set of properties of the sensed environment. For example, intensity images are rather easily and cheaply acquired. However, extracting three-dimensional information from those is often a difficult task and requires sufficient levels of illumination to be effective. On the contrary, range imaging though costly and cumbersome, contains explicit three-dimensional and shape information.

A general robot vision or scene analysis system should be capable of locating the objects in a scene and interpreting the three-dimensional (3-D) relationships among them. In most cases, the scene is represented by an image or a set of images taken from different locations and viewing angles. A scene analysis module is required to locate the objects and interpret their mutual relationships from a number of given images. Locating the objects in a two-dimensional (2-D) image may be considered as low level analysis, while interpreting the geometrical structures or the mutual relationships of the located objects may be considered as high level analysis. Although this distinction of the two different levels is not particularly clear, the low-level analysis is often concerned with feature extraction such as image segmentation, and the high-level analysis with interpreting the image data in three dimensions in terms of the segmented features and the mutual relationships of these features.

The purpose of this thesis is to formulate a method to fuse data from dis-
parate sensors to get a sensor independent "picture" of the environment. Stereo imaging is used to locate a 3-D object (a quadrangular surface) and the range sensor is guided using the intensity data to get the range information of the object. In the following we review a number of existing studies towards vision, range, error analysis, and multi-sensor integration.

1.1 Related Work

Surfaces, edges, and vertices are some of the features used to describe the spatial discontinuities of an object in a 3-D world. These features characterize the shape of an object in space and thus are appropriate for use in scene description. Most of the early work in object location dealt with interpretation of 3-D objects from a single view. The object in the image is represented by a wire frame model in which vertex types are classified. The object is then located according to certain vertex connection properties [5]. In the past, the development of the high-level object interpretation process was almost independent of the low-level feature extraction process. To extract image features such as occluding edges, concave edges, or convex edges uniquely is very difficult unless specific semantic description is imposed or global information is used. Hung et al. [6] proposed a procedure which utilizes knowledge about the dimensions (i.e., the distance between each of the six pairs of the four vertices) of a 3-D planar quadrangle to determine its position and orientation with respect to the camera-centered
coordinate system. Based on this procedure, they then presented a method
to determine the pose of the camera with respect to a fixed world coordinate
system, if the coordinates of the vertices of the quadrangle in the world frame
are also available.

When no prior information concerning the robot's environment is available,
an approach for object location is to use depth information. Depth information
for an object may be obtained in two different ways. One is to use a pair of
stereo images [7,8,9], and the other is to use a range sensor to extract the range
information [10,11] to the object. Using the range information, the description
of an object is carried out, not on the basis of a single 2-D projection of the 3-D
object, but on the basis of 3-D (2-D image and depth) information about the
object. Usually, a computer–controlled high precision sensor system is required
for collecting the range information [10,11] which can be a very lengthy and
time consuming process. Although, today's range sensors can be very efficient
in terms of the time taken to acquire a range image, their cost is prohibitive.
A range sensor is an active device which may not be suitable for certain con-
strained environments. Use of stereo is attractive in that it needs only pictorial
information to obtain the 3-D information about the object.

A stereo pair of images can be obtained either from two cameras or from one
camera occupying two different viewing geometries. A significant advantage of
this approach is that it is passive, relying solely on object illumination. However,
to locate a 3-D object, corresponding image points in the two given images
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must be found. Most of the work in using stereo for object location has been
devoted to solving the ever challenging correspondence problem [7.8.9.12]. The
triangulation method [13.14.15.16] is widely used in computing the location of
a 3-D object from a pair of the corresponding points in two images. A point
in one image determines a ray in space; the corresponding point in the second
image determines another ray corresponding to the same object point. Thus,
knowing the model of the camera, the 3-D object location may be computed
using trigonometric relations.

The accuracy of object location depends directly on the angular distance be-
tween the two cameras. Using wide angle stereo images in object location usually
results in more accurate depth information [9] because the disparities between
the two images increases proportionately to the distance between the two cam-
eras. The increase in the disparities complicates the problem of searching for
the corresponding points. A traditional method for locating the corresponding
points is template correlation [7,8,9]. A template constructed with certain adja-
cent neighbor points to a reference point in one image is used in a search for the
matching point in the other image based on crosscorrelation. Usually, a template
with fixed size and shape is used for this purpose. However, information in the
template region may be quite different in the two images because of changes in
perspective and changes in surface reflectivity with the imaging angles. Another
method for searching for corresponding points is to match features from the two
images. Recent work in 3-D object location using features can be found in [12].
Feature-based matching is much more efficient since only a few correspondences need to be determined to locate the object in a 3-D world.

If a point in a scene has been correctly identified in each image then its 3-D position can be recovered. The relationship between the geometry of the stereo camera set-up and the accuracy in obtaining the actual 3-D positions has received scant attention though it is of great practical importance. Duda and Hart [16] give a brief treatment of the subject. To obtain a useful 3-D description of a scene, the absolute error after computing this 3-D point has to be minimum for a robust robotic system. Verri et al. [17] showed that, as expected, the absolute error in depth becomes smaller as the difference between the points of view of the two images becomes larger. Using some constraints on the mechanical type of errors they resolve the total error down to only the correspondence error in the two images. They show that the precision of the setup geometry, affects the absolute depth estimates, while the mechanical type of errors affect the relative depth estimates. Huang’s [18] paper deals mainly with developing all the partial derivatives which are the error transmission functions. This study is directed towards determining mechanical errors. McVey and Lee [19] have performed a worst case error analysis on the image plane resolution required to achieve depth measurement of a given accuracy. As opposed to the worst case error analysis and ignoring camera lens distortion and other optical nonlinearities, Bolstein et al. [20] determine the probability that a certain position estimate is within a specified tolerance given the camera geometry of the stereo set-up.
Recovering depth form stereo is an indirect method and is also a heavy computational burden as establishing the corresponding points in the two images is essentially a search problem. On the other hand, several studies have used a direct approach in measuring the range which involves producing an energy beam, directing it on the scene, and measuring the reflected signal. A significant amount of current literature in robot sensing is devoted to range sensing [21]. Boyter [22] describes an approach for matching the 3-D primitives extracted from a range image with 3-D model descriptions in a database. Vemuri and Aggarwal [23] present a technique for determining the orientation and identity of an object based on matching object and model surface descriptions. Partial information about the object is provided in the form of range data acquired from a single view. The objects and models are represented by regions that are a collection of surface patches homogeneous in curvature-based properties. This technique for determining the orientation requires that correspondence be established exactly, between one point on the object surface and one on the model surface.

Unfortunately, the time required to fully sense a range image is long relative to the time required to sense an intensity image. Conversely, a single intensity image lacks the depth information required to construct 3-D object descriptors. In recent years an increased interest in the development of multi-sensor robotic systems is seen [1,2,3,4].

Tenenbaum [1] reports the preliminary work done on a knowledge-based
perceptual system for a robot that must function in an actual office environment. This system relies on intensity (color) and range data to increase the likelihood of finding distinguishing surface attributes for a particular object. Descriptive representation for complex attributes (e.g., shape and texture) are avoided in favor of simple representation sufficient to distinguish the object of interest. This approach was further carried out by Garvey [2] whose goal oriented perception system locates objects in multisensory images, by planning and executing task oriented strategies. These strategies use various kinds of knowledge including object descriptions, world models, and sensor models to determine the features that distinguish the target object from other known objects. This strategy which is based on the optimization of the likelihood of success of the search and the minimization of the operation time allows the system to sense only the data necessary to complete any particular step. In doing so, it best addresses the problem of sensory data overload. Graham [4] provided an overview of some of the issues involved in fusing information. He described a specific fusion model developed for a multisensory collision avoidance system. This system combined "qualitative" sensory information using discretized world model. This was subjected to probability of the sensors ability to detect; a correct judgement of the "safe move" and the "unsafe move" hypothesis, and four (ultrasound, infrared, capacitive, and microwave) sensor model.

Magee et al. [24] presented a method for recognizing 3-D objects in multisensory images. The method utilizes both intensity and range data for recognition.
It avoids the time consuming task of sensing and processing an entire range image. Their approach consists of recording an intensity image, extracting relevant features from it, then selecting the critical areas for which range information is needed. Depth is then measured for these preselected regions. Aggarwal and Magee [25] pursued this approach of intensity guided range sensing in order to determine motion parameters.

Duda et al. [10] described a laser range finder measuring the phase difference between the emitted wave-modulated laser beam and the reflected wave as well as the amplitude of the reflected wave. These two measurements yielded registered range and brightness images of the scene. They have shown how to use the data in order to perform low level tasks such as the detection of jump boundaries, extraction of planar surfaces, and the determination of the normal view of slanted planar surfaces. The last task involves combining range and intensity data in two distinct steps. First, range data is utilized in order to obtain the location and orientation of an oblique plane. Then, after this plane has been uniformly sampled in its own 2-D cartesian coordinate system, the intensity value is obtained at these points by interpolating among the recorded intensity values. The perspective distortion is thus corrected [11].

Gil et al. [26] addressed the issue of image registration between intensity and range edge maps to combine them in a unique form for segmentation. In their study, the Kirsh operator was selected for the computation of the intensity gradient, and the range edges were obtained by means of the evaluation of
the surface curvature at every pixel location. Two approaches are proposed for
the edge map combination. The first one consists of extracting edges appearing
in both edge maps by means of a local AND operator. The pixel values from
the intensity edge map are AND-ed with the $n \times n$ neighborhood of the corre-
sponding intensity edge map extracted from the range image. The second one
is more intricate. It also consists of extracting common edges, but this task is
based on a global AND operation. Entire edges are extracted from the intensity
image and traced in the range edge map, and filled. This approach allows for
the elimination of spurious short edges by also setting a minimal edge length.

Harmon et al. [27] proposed a "distributed blackboard". Processing is dis-
tributed among three subsystems sensor, control, and knowledge base. Each
subsystem has its own world model which is organized on a blackboard that
resides in the subsystems shared memory. The blackboard is organized as a
class tree data structure. In this fashion, objects can be related to one another
as well as to the data being processed. Data from different spatial locations or
different time lapses can be incorporated and maintained on the blackboard and
referred to as needed. Error estimation, confidence factors, and object relation-
ships are the parameters maintained in the blackboard. They are used to fuse
data from multiple sensors.

Kent et al. [28] used multiple sources of information to construct an internal
representation of the robot workspace. They begin by dividing their representa-
tion scheme into two levels. The first level keeps track of the actual workspace,
while the second keeps track of the objects and their features which make up the workspace. The spatial representation is organized as an octree and the feature–based representation is linked to both the octree and the generic object models (CAD descriptors stored in a knowledge base). These models are rotated and translated into the actual real world position as defined by the sensory data.

Delcroix [29] presented a new method for the fusion of range and intensity edge maps. This method focuses on the integration of registered information in order to increase the confidence in the presence/absence of edges in a scene. This work is based on two constraints: the principal of existence tends to maximize the value of the output edge map at a given location if one edge map features a strong edge, and the principle of confirmability, adjusts this value according to the edge content in the other edge map at the same location by maximizing the similarity between them. The maximizations are achieved using the Euler–Lagrange equations. This method is extended to color edge maps.

1.2 Synopsis

The remainder of this thesis is organized as follows. Chapter 2 presents the analytical formulation of the recovery of depth information using a stereo algorithm. Analytical formulation of error analysis is presented for the coordinates of a number of 3–D points. Experimental results are tabulated. Chapter 3 presents the range sensor model and its formulation. An intensity guided range
data acquisition of the features extracted from the intensity image is presented. Experimental results are also tabulated. Chapter 4 models the two sensory data as probability density functions and fuses them. Conclusions are given in Chapter 5.
CHAPTER 2

Position of 3–D points from stereo

This chapter reviews the image formation process, discusses the projection of 3–D world point onto the image plane, points–out the missing depth information in a single image, then shows how stereo vision is used to recover this missing information. Section 2.2 illustrates the basic geometry of stereo with a simple example. Subsections 2.2.1 and 2.2.2 illustrate stereo vision applied in robotic tasks. Section 2.3 finds the absolute relative error of the 3–D points. Section 2.4 implements the stereo algorithm and tabulates the results for a quadrangular object.

2.1 Introduction

An image is a two–dimensional pattern of brightness. In order to analyze it we must first know how it is formed. Often, cameras are modeled by a pinhole system. The image formation process is modeled by a perspective projection. The projection of a point \( P \) (world point) is defined by the intersection of a projection plane (image plane), with a projection ray (light ray) emanating from the center of the projection and passing through \( P \). The other type of projection is the orthographic projection, and is applied to image formation
when the distance between the projection plane and the center of the projection is very large. As an example of orthographic projection modeling, consider the case of aerial photography, wherein the size of the objects is small compared to the distance between the objects and the image plane.

A perspective projection model of the image formation process is shown in Fig. 2.1. A right-hand coordinate system is introduced with its origin at the pinhole. The Z-axis is aligned with the optical axis of the camera lens and points towards the image plane. The optical axis is assumed to be perpendicular to the image plane. The image plane lies at a distance $\lambda$ from the pinhole, while $x'$ and $y'$ are the coordinates of the point $p'$ in the image plane.

The objective is to compute where the projection $p'$ of $P$ on some object in front of the camera will appear on the image plane, i.e., the relationship that gives the coordinates $(x', y')$ of the projection of the point $P(X, Y, Z)$ onto the image plane. This is easily accomplished through similar triangles.

\[
\frac{x'}{\lambda} = \frac{X}{Z} \quad \frac{y'}{\lambda} = \frac{Y}{Z}
\]

or equivalently

\[
X' = \frac{x'Z}{\lambda} \quad Y' = \frac{y'Z}{\lambda}
\]  \hspace{1cm} (2.1)

Equations 2.1 and 2.2 show that, unless additional information is available as to which 3-D point generated a given image point (for example, its
Figure 2.1: Image Formation: \( I \): image plane, \( P \): world point, \( p' \): projection of \( P \)
Z-coordinate), we cannot completely recover the 3-D point from its image. This process of recovering the 3-D point from its image is known as the inverse perspective transformation [14].

2.2 Stereo Imaging

In the previous section it was shown that an image point does not uniquely determine the location of a corresponding world point. This section shows how this missing information of depth can be recovered using stereoscopic (stereo) imaging techniques. The basic camera geometry for stereo photography is illustrated in Fig. 2.2.

Two cameras are attached such that their optical axes are parallel to each other and are separated by a distance $b$. It is also assumed that the baseline is perpendicular to the optical axes and that the $x$-axes ($X_l$ and $X_r$) are oriented to be parallel to the baseline, i.e., both coordinate systems are coincident. The coordinates of the point $P$, $(X, Y, Z)^t$, in the world are measured relative to an origin midway between the two optical axes. The image coordinates in the left and right images are denoted by $(x_l, y_l)$ and $(x_r, y_r)$, respectively.

Relative to Fig. 2.2

\[
\frac{x_l}{\lambda} = \frac{X + b/2}{Z} \\
\frac{x_r}{\lambda} = \frac{X - b/2}{Z} \\
\frac{y_l}{\lambda} = \frac{y_r}{\lambda} = \frac{Y}{Z},
\]
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Figure 2.2: Stereo Imaging Geometry
where $\lambda$ is the distance from the lens center to the image plane in both the cameras. This yields

$$X = \frac{b(x_l + x_r)/2}{x_l - x_r}. \quad (2.3)$$

$$Y = \frac{b(y_l + y_r)/2}{x_l - x_r}. \quad (2.4)$$

$$Z = \frac{\lambda}{x_l - x_r}. \quad (2.5)$$

The distance $d = x_l - x_r$ is called the *disparity* in image coordinates. As seen from Eq. 2.5, depth is directly proportional to $b$ and inversely proportional to the disparity [15]. Thus, depth information of a world point can be recovered from its projection on the image plane under some restrictions. Even if these restrictions are met, the most difficult task in stereoscopic imaging is to find two corresponding points in different images of the same scene. To establish the fact that $p_l$ and $p_r$ are the projections of the same point $P$ onto $I_l$ and $I_r$ is referred to as solving the *correspondence problem*.

One of the two common approaches used to solve the correspondence problem is to select a point within a small region in one of the views, and attempt to find the best matching region in the other view by using correlation-based techniques. The other approach is feature-based: it is used when the scene contains distinct features such as prominent corners. In this thesis, we chose the later approach to solve this problem since the object under consideration is a quadrangular plane which has well defined edges and corners.
2.2.1 Application of Stereo to Robotics

In the previous section we discussed how depth information of a 3-D point can be recovered from two images. We assumed that the 3-D point coordinate system was coincident with the two camera coordinate systems then displaced by \( b/2 \) from both these systems. In our robotic system, since only one camera is mounted on the end-effector, the problem of characteristic matching is not an issue. In this section we develop an "algorithm" to find the position of a 3-D point in the real world (robots environment).

Figure 2.3 shows the robot used in our experiments. We begin by fixing a coordinate system \((X, Y, Z)^T\) in the center of the robot body [Fig. 2.3]. henceforth, this coordinate system will be referred to as the robot coordinates system (RCS). The objective is to find the position \((X, Y, Z)^T\) of a 3-D point in this coordinate system. The RCS is chosen such that it obeys the right-hand rule. The navigation angles are measured anticlockwise for positive direction in the Euler notation. The Euler angles \(\alpha, \beta,\) and \(\theta\) representation correspond to the following sequence of rotations:

1. A rotation of \(\alpha\) about the \(Z\)-axis
2. A rotation of \(\beta\) about the rotated \(Y\)-axis
3. A rotation of \(\theta\) about the rotated \(Z\)-axis

This is illustrated in Fig. 2.4. The camera mounted on the end-effector of the robot is defined within the RCS.
Figure 2.3: The Cincinnati Milacron 6 degrees of freedom T3-726 Industrial Robot
Figure 2.4: The Robot Coordinate System: $\alpha$ rotation about the $Z$-axis, $\beta$ rotation about the $Y'$-axis, $\theta$ rotation about the $Z''$-axis
2.2.2 Development of the Stereo Algorithm

The robot camera is positioned such that the object is in the camera view. This point is denoted as $C_p^1$ (read as camera position 1). The translation of the camera to $C_p^1$ is noted as $(s_1, s_2, s_3)^T$. This point $(s_1, s_2, s_3)^T$ henceforth will be referred to as the basepoint. The line joining the center of the lens and the basepoint is called the $Z_1$-axis and is oriented such that the direction from the basepoint to the lens is the positive direction. In order to fix a coordinate system at the base point as the origin, two other lines are chosen such that they along with the $Z_1$-axis are mutually orthogonal. These are the $X_1$-axis and the $Y_1$-axis, their directions chosen freely. Thus a $X_1Y_1Z_1$ coordinate system is formed at $C_p^1$.

In $X_1Y_1Z_1$ system the lens is at $(0, 0, \lambda)$, where, $\lambda$ is the focal length of the camera. Consider a point $P$ in the 3-D space (within the cameras viewing angle). Assume that its $X_1Y_1Z_1$-coordinates are $(X_1, Y_1, Z_1)^T$. The line joining $P$ to $(0, 0, \lambda)^T$ will meet the $X_1Y_1$-plane (image plane) at some point. Assume its $(X_1, Y_1, Z_1)$ coordinates to be $(x_1^p, y_1^p, 0)^T$. Then, from the geometry shown in Fig. 2.5

\begin{align}
X_1 &= x_1^p \frac{\lambda - Z_1}{\lambda}, \quad (2.6) \\
Y_1 &= y_1^p \frac{\lambda - Z_1}{\lambda}. \quad (2.7)
\end{align}

In order to obtain a stereo image of the same scene the camera is now moved to another point with reference to the $X_1Y_1Z_1$-system and whose coordinates
Figure 2.5: The Perspective Projection Geometry of Image 1 and Image 2
with respect to this system are $C^2_p(d_1, d_2, 0)$. Choose $C^2_p$ (read as camera position 2) such that the line joining the center of the lens is parallel to the $Z_1$–axis and is positive in the same direction. Let $X_2, Y_2$ be the two unique lines passing through $C^2_p$ and parallel to $X_1, Y_1$–axes, respectively. The positive directions of $X_2, Y_2$ axes are the same as $X_1, Y_1$ axes. These two lines $X_2, Y_2$ form the $X_2, Y_2$–axes of this new coordinate system, respectively. Thus a $X_2Y_2Z_2$ coordinate system is formed at $C^2_p$. The lens is again at $(0, 0, \lambda)^T$ with respect to $X_2Y_2Z_2$–system. Essentially what we have done here is just created a new system with the same orientation as that of $X_1Y_1Z_1$–system and translated this to a new position $C^2_p$ with respect to the $X_1Y_1Z_1$–system only in the $X_1Y_1$–plane of the $X_1Y_1Z_1$–system [Fig. 2.6]. Now the line joining $P$ and the center of the lens meets the $X_2Y_2$ plane at a point whose $X_2Y_2Z_2$ coordinates are $(X_2, Y_2, 0)^T$. From the geometry shown in Fig. 2.5,

$$X_2 = x^p_2 \frac{\lambda - Z_2}{\lambda}$$  \hspace{1cm} (2.8)

$$Y_2 = y^p_2 \frac{\lambda - Z_2}{\lambda}.$$  \hspace{1cm} (2.9)

At this stage we have two images of the same scene (3–D point) with its projections in the two coordinate systems discussed above.

Since the translation of $X_2Y_2Z_2$–system was only in the $X_1Y_1$–plane of the $X_1Y_1Z_1$–system we have,

$$Z_1 = Z_2$$

$$X_2 = X_1 - d_1$$
Figure 2.6: Relative camera positions.
\[ Y_2 = Y_1 - d_2. \]

Using Eqs. 2.6 and 2.8 we obtain

\[ X_2 = x_2^p \frac{(\lambda - Z_2)}{\lambda} = x_1 - d_1 = x_1^p \frac{(\lambda - Z_1)}{\lambda} - d_1 \]

\[ x_2^p \frac{(\lambda - Z_2)}{\lambda} = x_1^p \frac{(\lambda - Z_1)}{\lambda} - d_1 \]

\[ Z_2 = \left( \frac{d_1}{x_2^p - x_1^p} + 1 \right) \lambda. \]

Substituting this value in Eqs. 2.6 and 2.8 we get

\[ X_1 = x_1^p \left( \frac{d_1}{x_1^p - x_2^p} \right) \quad (2.10) \]

\[ Y_1 = y_1^p \left( \frac{d_1}{y_1^p - y_2^p} \right) \quad (2.11) \]

\[ Z_1 = \left( \frac{d_1}{x_2^p - x_1^p} + 1 \right) \lambda \quad (2.12) \]

or substituting this value of \( Z_2 \) in Eqs. 2.7 and 2.9 we get

\[ X_1 = x_1^p \left( \frac{d_1}{y_1^p - y_2^p} \right) \quad (2.13) \]

\[ Y_1 = y_1^p \left( \frac{d_1}{y_1^p - y_2^p} \right) \quad (2.14) \]

\[ Z_1 = \left( \frac{d_1}{y_2^p - y_1^p} + 1 \right) \lambda. \quad (2.15) \]

Thus, the point \( P \) in the \( X_1, Y_1, Z_1 \)-system is obtained.

Consider \( R \) as the rotation matrix that transforms a given point from one system to another system. The coordinates of the point \( P(X_1, Y_1, Z_1) \) in RCS is
then simply given by the following Equation.

\[
R \begin{bmatrix} X_1 \\ Y_1 \\ Z_1 \\ 1 \end{bmatrix} + \begin{bmatrix} s_1 \\ s_2 \\ s_3 \\ 1 \end{bmatrix} = \begin{bmatrix} X \\ Y \\ Z \\ 1 \end{bmatrix}
\]

(2.16)

The rotation matrix transforms the \((X_1, Y_1, Z_1)\) point into the \((X, Y, Z)\) system. The coordinates of \(C_p^1\) within the RCS frame of reference is \((s_1, s_2, s_3)\). A rotation about the \(Z\)-axis by an angle \(\alpha\) yields the rotation matrix \(R_{\alpha}\) as

\[
R_{\alpha} = \begin{bmatrix}
\cos \alpha & -\sin \alpha & 0 & 0 \\
\sin \alpha & \cos \alpha & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

rotation about the rotated \(Y\)-axis by an angle \(\beta\) yields the rotation matrix \(R_{\beta}\) as

\[
R_{\beta} = \begin{bmatrix}
\cos \beta & 0 & \sin \beta & 0 \\
0 & 1 & 0 & 0 \\
-\sin \beta & 0 & \cos \beta & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

and finally the rotation about the rotated \(Z\)-axis by an angle \(\theta\) yields the rotation
matrix $R_{\theta}$ as

$$
R_{\theta} = \begin{bmatrix}
\cos \theta & -\sin \theta & 0 & 0 \\
\sin \theta & \cos \theta & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}.
$$

The resultant rotation matrix is

$$
R = R_{\alpha} R_{\beta} R_{\theta}
$$

$$
R = \begin{bmatrix}
\cos \alpha \cos \beta \cos \theta - \sin \alpha \sin \theta & -\cos \alpha \cos \beta \sin \theta - \sin \alpha \cos \theta & \cos \alpha \sin \beta & 0 \\
\sin \alpha \cos \beta \cos \theta + \cos \alpha \sin \theta & -\sin \alpha \cos \beta \sin \theta + \cos \alpha \cos \theta & \sin \alpha \sin \beta & 0 \\
-\sin \beta \cos \theta & \sin \beta \sin \theta & \cos \beta & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}.
$$

Rewriting Eq. 2.16 as

$$
X = TX_1
$$

(2.17)

where,

$$
T = \begin{bmatrix}
\cos \alpha \cos \beta \cos \theta - \sin \alpha \sin \theta & -\cos \alpha \cos \beta \sin \theta - \sin \alpha \cos \theta & \cos \alpha \sin \beta & s_1 \\
\sin \alpha \cos \beta \cos \theta + \cos \alpha \sin \theta & -\sin \alpha \cos \beta \sin \theta + \cos \alpha \cos \theta & \sin \alpha \sin \beta & s_2 \\
-\sin \beta \cos \theta & \sin \beta \sin \theta & \cos \beta & s_3 \\
0 & 0 & 0 & 1
\end{bmatrix}
$$

is the transformation matrix that transforms a point from the $X_1Y_1Z_1$ system to RCS, $X_1$ is the 3-D point $(X_1, Y_1, Z_1, 1)^T$ in the $X_1Y_1Z_1$ coordinate system, and $X$ is $(X, Y, Z, 1)^T$ the 3-D point in RCS.
Thus the coordinates of the 3-D point \( P \) are

\[
X = X_1(\cos \alpha \cos \beta \cos \theta - \sin \alpha \sin \theta) + Y_1(-\cos \alpha \cos \beta \sin \theta + \sin \alpha \cos \theta) + Z_1(\cos \beta \sin \theta) + s_1
\]

\[
Y = X_1(\sin \alpha \cos \beta \cos \theta + \cos \alpha \sin \theta) + Y_1(-\sin \alpha \cos \beta \sin \theta + \cos \alpha \cos \theta) + Z_1(\sin \alpha \sin \beta) + s_2
\]

\[
Z = X_1(-\sin \beta \cos \theta) + Y_1(\sin \beta \sin \theta) + Z_1(\cos \beta) + s_3
\]

(2.18)

where, \( X_1, Y_1 \), and \( Z_1 \) are defined in Eqs. 2.13, 2.14, and 2.15. Thus the coordinates of the 3-D point in space are obtained and the depth is recovered.

2.3 Error Analysis

Evaluation of the accuracy of stereoscopic vision is essential for planning robot tasks. This section finds the relative error of the \( X \), \( Y \), and \( Z \) coordinates in the robot frame of reference.

Consider the \( X \) coordinate (Eq. 2.18) of the world point to find its relative error

\[
X = x_1^p \left( \frac{d_1}{y_1^p - y_2^p} \right) A + y_1^p \left( \frac{d_1}{y_1^p - y_2^p} \right) B + \left( \frac{d_1}{y_2^p - y_1^p} \right) C + \lambda C + s_1
\]

where,

\[
A = \cos \alpha \cos \beta \cos \theta - \sin \alpha \sin \theta
\]

\[
B = -\cos \alpha \cos \beta \sin \theta - \sin \alpha \cos \theta
\]

\[
C = \cos \alpha \sin \beta.
\]
The total error on the $X$ coordinate is given by the following relation

$$dX = \left[ \frac{\partial X}{\partial x_1^p} \right] dx_1^p + \left[ \frac{\partial X}{\partial y_1^p} \right] dy_1^p + \left[ \frac{\partial X}{\partial y_2^p} \right] dy_2^p +$$

$$\left[ \frac{\partial X}{\partial \alpha} \right] d\alpha + \left[ \frac{\partial X}{\partial \beta} \right] d\beta + \left[ \frac{\partial X}{\partial \theta} \right] d\theta +$$

$$\left[ \frac{\partial X}{\partial s_1} \right] ds_1 + \left[ \frac{\partial X}{\partial \lambda} \right] d\lambda. \quad (2.19)$$

The three Euler angles $\alpha, \beta, \text{and } \theta$ are related to the mechanical characteristics of the robot (kinetic errors), involving accuracy in the measurement of the displacement of the end effector with respect to the RCS. The $T^3-726$ being a precision robot, the errors $d\alpha, d\beta, \text{and } d\theta$ are very small hence the terms associated with these errors are neglected. Also assuming that the errors associated with $s_1$ (also of kinetic type) and $\lambda$ are very small the terms associated with these errors may be neglected. Equation 2.19 then reduces to the following

$$dX = \left[ \frac{\partial X}{\partial x_1^p} \right] dx_1^p + \left[ \frac{\partial X}{\partial y_1^p} \right] dy_1^p + \left[ \frac{\partial X}{\partial y_2^p} \right] dy_2^p. \quad (2.20)$$

Considering only the partial derivatives from the above expression the following relations are found

$$\frac{\partial X}{\partial x_1^p} = \left( \frac{d_1 A}{y_1^p - y_2^p} \right) \quad (2.21)$$

$$\frac{\partial X}{\partial y_1^p} = \left[ -\frac{x_1^p d_1 A}{(y_1^p - y_2^p)^2} - \frac{y_2^p d_1 B}{(y_1^p - y_2^p)^2} + \frac{\lambda d_1 C}{(y_1^p - y_2^p)^2} \right] \quad (2.22)$$

$$\frac{\partial X}{\partial y_2^p} = \left[ \frac{x_1^p d_1 A}{(y_1^p - y_2^p)^2} + \frac{y_1^p d_1 B}{(y_1^p - y_2^p)^2} - \frac{\lambda d_1 C}{(y_1^p - y_2^p)^2} \right]. \quad (2.23)$$
Substituting 2.21, 2.22, and 2.23 in Eq. 2.20 the total error on the X coordinate is

\[ dX = \left( \frac{d_1 A}{y_1^p - y_2^p} \right) dx^p_1 + \left[ \frac{-x_1^p d_1 A}{(y_1^p - y_2^p)^2} - \frac{y_2^p d_1 B}{(y_1^p - y_2^p)^2} + \frac{\lambda d_1 C}{(y_1^p - y_2^p)^2} \right] dy^p_1 + \]

\[ \left[ \frac{x_1^p d_1 A}{(y_1^p - y_2^p)^2} + \frac{y_2^p d_1 B}{(y_1^p - y_2^p)^2} - \frac{\lambda d_1 C}{(y_1^p - y_2^p)^2} \right] dy^p_2. \]

Dividing the above expression on both sides by \( X \); simplifying and grouping the proper terms gives the total relative error as

\[ \frac{dX}{X} = \left[ \frac{A}{A + \frac{y_1^p}{y_1^p} B - \frac{\lambda C}{y_1^p d_1} \left( d_1 - (y_1^p - y_2^p) \right) + \left( \frac{y_2^p - y_1^p}{d_1 y_1^p} \right) s_1} \right] \frac{dx^p_1}{x_1^p} + \]

\[ \left[ \frac{-x_1^p A - y_2^p B + \lambda C}{(y_1^p - y_2^p) \left[ B + \frac{x_1^p}{y_1^p} A - \frac{\lambda C}{y_1^p d_1} \left( d_1 - (y_1^p - y_2^p) \right) + \left( \frac{y_2^p - y_1^p}{d_1 y_1^p} \right) s_1} \right] \right] \frac{dy^p_1}{y_1^p} + \]

\[ \left[ \frac{x_1^p A + y_2^p B - \lambda C}{x_1^p A + y_1^p B - \frac{\lambda C}{d_1} \left( d_1 - (y_1^p - y_2^p) \right) + \left( \frac{y_2^p - y_1^p}{d_1 y_1^p} \right) s_1} \right] \frac{dy^p_2}{(y_1^p - y_2^p)}. \]

The maximum relative error on the X coordinate is given by the absolute value of the above expression.

\[ \Delta X = \left| \frac{A}{A + \frac{y_1^p}{y_1^p} B - \frac{\lambda C}{y_1^p d_1} \left( d_1 - (y_1^p - y_2^p) \right) + \left( \frac{y_2^p - y_1^p}{d_1 y_1^p} \right) s_1} \right| \frac{dx^p_1}{x_1^p} + \]

\[ \left| \frac{-x_1^p A - y_2^p B + \lambda C}{(y_1^p - y_2^p) \left[ B + \frac{x_1^p}{y_1^p} A - \frac{\lambda C}{y_1^p d_1} \left( d_1 - (y_1^p - y_2^p) \right) + \left( \frac{y_2^p - y_1^p}{d_1 y_1^p} \right) s_1} \right] \right| \frac{dy^p_1}{y_1^p} \]

\[ + \left| \frac{x_1^p A + y_2^p B - \lambda C}{x_1^p A + y_1^p B - \frac{\lambda C}{d_1} \left( d_1 - (y_1^p - y_2^p) \right) + \left( \frac{y_2^p - y_1^p}{d_1 y_1^p} \right) s_1} \right| \frac{dy^p_2}{(y_1^p - y_2^p)}. \]
Similarly referring to Eq. 2.18, the maximum relative error on the $Y$ and the $Z$ coordinates is given by the Eqs. 2.25 and 2.26.

\[
\Delta Y = \frac{A}{\Delta r_1 B - \frac{\lambda C}{\Delta r_1 d_1} \{d_1 - (y_1^p - y_2^p)\} + \left(\frac{y_1^p - y_2^p}{\Delta r_1 x_1^p}\right) s_2} \left| \frac{dx_1^p}{x_1^p} \right| + \frac{-x_1^p A - y_2^p B + \lambda C}{(y_1^p - y_2^p) \left[ B + \frac{x_1^p A}{y_1^p} - \frac{\lambda C}{y_1^p d_1} \{d_1 - (y_1^p - y_2^p)\} + \left(\frac{y_1^p - y_2^p}{y_1^p d_1}\right) s_2\right]} \left| \frac{dy_2^p}{y_1^p} \right| 
\]

\[
+ \frac{x_1^p A + y_1^p B - \lambda C}{x_1^p A + y_1^p B - \frac{\lambda C}{d_1} \{d_1 - (y_1^p - y_2^p)\} + \left(\frac{y_1^p - y_2^p}{d_1}\right) s_2} \left| \frac{dy_1^p}{y_1^p} \right| 
\]

(2.25)

where,

\[
A = \sin \alpha \cos \beta \cos \theta + \cos \alpha \sin \theta \\
B = -\sin \alpha \cos \beta \sin \theta + \cos \alpha \cos \theta \\
C = \sin \alpha \sin \beta
\]

\[
\Delta Z = \frac{A}{\Delta r_1 B - \frac{\lambda C}{\Delta r_1 d_1} \{d_1 - (y_1^p - y_2^p)\} + \left(\frac{y_1^p - y_2^p}{\Delta r_1 x_1^p}\right) s_3} \left| \frac{dx_1^p}{x_1^p} \right| + \frac{-x_1^p A - y_2^p B + \lambda C}{(y_1^p - y_2^p) \left[ B + \frac{x_1^p A}{y_1^p} - \frac{\lambda C}{y_1^p d_1} \{d_1 - (y_1^p - y_2^p)\} + \left(\frac{y_1^p - y_2^p}{y_1^p d_1}\right) s_3\right]} \left| \frac{dy_2^p}{y_1^p} \right| 
\]

\[
+ \frac{x_1^p A + y_1^p B - \lambda C}{x_1^p A + y_1^p B - \frac{\lambda C}{d_1} \{d_1 - (y_1^p - y_2^p)\} + \left(\frac{y_1^p - y_2^p}{d_1}\right) s_3} \left| \frac{dy_1^p}{y_1^p} \right| 
\]

(2.26)

where,

\[
A = -\sin \beta \cos \theta \\
B = \sin \beta \sin \theta \\
C = \cos \beta
\]
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Equations 2.24, 2.25, and 2.26 represent the correspondence errors, since $dx_1^p$, $dy_1^p$, and $dy_2^p$ denote errors made in the matching between corresponding points in the two images.

2.4 Implementation and Experimental Results

In the previous sections of this chapter, we have described a stereo algorithm to extract the $X$, $Y$, and $Z$ coordinates of a point in 3-D space along with the relative error associated with it. In this section, we describe an implementation of this algorithm with a numerical example (real data). The algorithm was implemented in C and FORTRAN languages on a VAX 11/785 computer. The image size used in these experiments is $256 \times 256$.

2.4.1 Implementation of the Algorithm

The vision system consists of a Fairchild CCD-3000 camera interfaced to a Perceptics 9200e image processor. The image processor has the capability to digitize, store, and process individual frames from the camera video output. The camera is mounted on the end effector of the robot [Fig. 2.7].

To simplify the image processing requirements for our experiments we use a black quadrangular plane as our object with white as a background. The intent of this experiment is to find the position and orientation of this plane using stereoscopic images. The registration problem in the two images was solved by detecting the corners of the object in the two images.
Figure 2.7: Sensors mounted on the end effector of the robot: (1) Vision sensor. (2) Range sensor
The camera was moved to a specific position in the robots environment such that the object was in its field of view. An image (image 1) is taken and preprocessed to find the boundary of the object. Preprocessing was achieved by using the built-in functions on the Perceptrics image processor. All the four corners were detected by fitting a straight line through the four edges in the piecewise least square sense [16]. The intersection points of these four lines give the pixel coordinates of the four corners. For each possible point a correlation with the raster image was made using a mask. The camera was then moved to a new position with the restrictions discussed in section 2.2.2. The corners in pixel coordinates were acquired from this image (image 2). The image processing steps are shown in Fig. 2.8.

The pixel coordinates were converted into millimeter (mm) coordinates by fitting them to a third order polynomial whose coefficients are the camera parameters. The camera parameters were obtained experimentally. The use of the third order polynomial takes into account the camera lens distortion towards the edges of the lens. The polynomial is of the following form with \(x\) and \(y\) denoting the sensor coordinates of the \(i, j\) pixel coordinates in mm.

\[
x_{mm} = a_1 i^3 + a_2 i^2 j + a_3 i j^2 + a_4 j^3 + a_5 i^2 + a_6 i j + a_7 j^2 + a_8 i + a_9 j + a_{10}
\]
\[
y_{mm} = b_1 i^3 + b_2 i^2 j + b_3 i j^2 + b_4 j^3 + b_5 i^2 + b_6 i j + b_7 j^2 + b_8 i + b_9 j + b_{10}
\]

where, \(a_1, \ldots, a_{10}\) and \(b_1, \ldots, b_{10}\) are the camera parameters which are tabulated in Table 2.1. Table 2.2 shows the image coordinates and the \(mm\) coordinates.
Figure 2.8: Image Processing: Top row shows the left and the right images; bottom left is the boundary of the right image; bottom right shows the corners of the object detected by the intersection of the four lines
### Table 2.1: Camera Parameters

<table>
<thead>
<tr>
<th>$i$</th>
<th>$a_i$</th>
<th>$b_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$-2.02005188e-10$</td>
<td>$1.388319509e-11$</td>
</tr>
<tr>
<td>2</td>
<td>$1.28930966e-11$</td>
<td>$1.83577044e-10$</td>
</tr>
<tr>
<td>3</td>
<td>$-1.86102256e-10$</td>
<td>$-1.14796247e-11$</td>
</tr>
<tr>
<td>4</td>
<td>$-2.11287900e-12$</td>
<td>$1.560345460e-10$</td>
</tr>
<tr>
<td>5</td>
<td>$1.42941605e-07$</td>
<td>$-6.88300770e-08$</td>
</tr>
<tr>
<td>6</td>
<td>$4.00374305e-08$</td>
<td>$-8.54370484e-08$</td>
</tr>
<tr>
<td>7</td>
<td>$4.787635117e-08$</td>
<td>$-7.98788729e-08$</td>
</tr>
<tr>
<td>8</td>
<td>$-7.36849463e-04$</td>
<td>$3.053516434e-05$</td>
</tr>
<tr>
<td>9</td>
<td>$-1.01921569e-05$</td>
<td>$6.98404751e-04$</td>
</tr>
<tr>
<td>10</td>
<td>$0.18321856$</td>
<td>$-0.1773480178$</td>
</tr>
</tbody>
</table>

### Table 2.2: Object corner coordinates in pixels and mm

<table>
<thead>
<tr>
<th>Coordinates in pixels $(x_1, y_1)$</th>
<th>Coordinates in mm</th>
<th>Coordinates in pixels $(x_2, y_2)$</th>
<th>Coordinates in mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image 1</td>
<td>Image 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(24.83)$</td>
<td>$(3.81, -1.52)$</td>
<td>$(24.121)$</td>
<td>$(3.81, -0.25)$</td>
</tr>
<tr>
<td>$(66.194)$</td>
<td>$(2.29, 2.31)$</td>
<td>$(66.233)$</td>
<td>$(2.29, 3.81)$</td>
</tr>
<tr>
<td>$(138.184)$</td>
<td>$(-0.25, 1.78)$</td>
<td>$(130.222)$</td>
<td>$(-0.25, 3.30)$</td>
</tr>
<tr>
<td>$(123.75)$</td>
<td>$(1.78, -1.78)$</td>
<td>$(124.112)$</td>
<td>$(0.15, -0.51)$</td>
</tr>
</tbody>
</table>
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The formulae derived in Eqs. 2.13, 2.14, 2.15 were implemented to find the 3-D coordinates of these corners in the $X_1Y_1Z_1$ system. Applying Eq. 2.17 these points were transformed into RCS frame of reference. From these values the center points of the edges computed in both the $X_1Y_1Z_1$ and the RCS system are tabulated in Table 2.3.

The next step in the experiments was to find the relative error in the measurements. There are errors induced during digitization, thresholding the gray level image and converting into a binary image, and detection of corners in both the images. Also, since the $X_2Y_2Z_2$–system (position of the camera for Image 2) was moved only along the $Y_1$ axis, with respect to the $X_1Y_1Z_1$–system (position of the camera for Image 1) the $x$ coordinate in the second image should be the same as the $x$ coordinate in the first image. But as seen from Table 2.2 there is an error of 1 or 2 pixels. Assuming the total error to be 7 pixels in both the $x, y$ direction, their equivalent values in $mm$ was found and are tabulated in Table 2.4. Further, Eqs. 2.24, 2.25, and 2.26 were implemented to find the relative error in percentage and tabulated in Table 2.5.
Table 2.3: The 3-D coordinates of the object

<table>
<thead>
<tr>
<th>$X_1 Y_1 Z_1$ system $(X_1, Y_1, Z_1)$</th>
<th>$XYZ$ system $(X, Y, Z)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(-8.4, 3.6, 30.2)</td>
<td>(33.2, -22.7, 2.11)</td>
</tr>
<tr>
<td>(-4.8, -4.9, 28.4)</td>
<td>(24.4, -22.2, -1.13)</td>
</tr>
<tr>
<td>(0.8, -4.3, 20.4)</td>
<td>(24.9, -22.1, -6.86)</td>
</tr>
<tr>
<td>(-0.4, 4.3, 31.3)</td>
<td>(33.8, -22.3, -5.99)</td>
</tr>
</tbody>
</table>

Table 2.4: The correspondence errors corresponding to the 3-D points

<table>
<thead>
<tr>
<th>corners</th>
<th>$\partial x_1^p$</th>
<th>$\partial y_1^p$</th>
<th>$\partial y_2^p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.254</td>
<td>0.244</td>
<td>0.241</td>
</tr>
<tr>
<td>2</td>
<td>0.254</td>
<td>0.240</td>
<td>0.254</td>
</tr>
<tr>
<td>3</td>
<td>0.254</td>
<td>0.244</td>
<td>0.251</td>
</tr>
<tr>
<td>4</td>
<td>0.249</td>
<td>0.241</td>
<td>0.241</td>
</tr>
</tbody>
</table>
Table 2.5: Percent relative errors of the 3-D points in RCS

<table>
<thead>
<tr>
<th>corners</th>
<th>$\Delta X$</th>
<th>$\Delta Y$</th>
<th>$\Delta Z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12</td>
<td>52</td>
<td>80</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>49</td>
<td>23</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>50</td>
<td>36</td>
</tr>
<tr>
<td>4</td>
<td>12</td>
<td>52</td>
<td>37</td>
</tr>
</tbody>
</table>
CHAPTER 3

Range Sensing

In this chapter we begin with a brief introduction to range sensing in section 3.1. In section 3.2 we develop a model for our range sensor. Section 3.3 shows how the vision data is used to position the range sensor relative to the sensed object. Section 3.4 finds the 3-D position of the edge points from the range data. Section 3.5 discusses the implementation of these techniques to acquire range data. Finally the conclusion is given in section 3.6.

3.1 Introduction

Range sensors measure a distance from an object to the sensor. Most of these devices operate by transmitting an optical beam (usually laser) or ultrasonic pulses and then detecting the reflected signal. Some systems use a continuous signal and determine the distance based on the phase relation between the transmitted signal and the reflected signal. Time-of-flight systems (ultrasonic range sensing) transmit a pulse and calculate the distance using the delay time before the reflected signal is received.

Ultrasonic sensing has been viewed with considerable interest because it is inexpensive, gives range information, and can potentially give three dimensional
surface information [30].

3.2 Development of the Sensor Model

The polaroid ultrasonic ranging sensor determines the range by means of an ultrasonic echo. This is accomplished with a capacitive transducer consisting of a very thin metalized diaphragm supported over a specially machined backplate. A short burst of ultrasonic energy is generated electronically, amplified, and transmitted by a transducer. This signal travels through air, is reflected from the target object, and returns to the transducer. This signal is received, amplified, and processed by the system electronics. The time for the round trip is determined and the distance to the object is calculated.

This type of sensing has met with limited success in the past for several reasons. First, since the acoustic impedance of the air is quite low (sound waves can freely travel in air) and since typical acoustic impedances of solid objects are much larger, all solid surfaces appear as acoustic reflectors. Also, since the acoustic wavelengths are generally quite long, most surfaces appear to be acoustic mirrors. Consequently, surfaces that are not orthogonal to the direction of acoustic propagation reflect signal energy away from the source, and the surface is not detectable. Furthermore, from a typical ultrasonic sensor, the problem of acoustic beam expansion of the transmitted signal allows return echoes to be obtained from any angle inside the cone of propagation. Also the
magnitude of the range depends on the velocity of the sound in ambient air, which is affected by air currents and temperature [31]. Under these conditions, smooth flat surfaces can appear to be quite rough to a scanning ultrasonic sensor.

The typical beam pattern of a 50kHz beam at approximately 15 degrees of the ranging unit is as shown in Fig. 3.1. This pattern was verified experimentally. As seen, it is very difficult to model this graph mathematically. This along with the problem of the sensor being orthogonal to the object plane lead us to model our sensor experimentally. The problem of expansion of the acoustic beam was reduced by installing a cone on the sensor diaphragm [Fig. 3.2]. This cone would decrease the beam width and thereby help us in the detection of the object edges with a higher confidence than without the cone. The effects of air and temperature were neglected.

An empirical model of the sensor was created for varied degrees of orientation (θ) of the sensor to the object and the depth (d in inches) from the sensor to the object. For a fixed θ, d varying, the object was scanned to detect its edge point. This process was repeated for different values of θ. The process of building the model was divided into three parts. The first part dealt with finding the percentage error $e_1$, with the cone of propagation making an angle α. For different values of d and θ, $e_1$ was computed in percent as the ratio of the error in the measured depth to the true depth. A graph was plotted for different values of θ and d. This is illustrated in Fig. 3.3(b). In this plot $\theta_\alpha$ denotes that this plot is for the error associated with the angle α made by the
Figure 3.1: Typical Beam Pattern (reprinted from the technical manual supplied by the manufacturer)
Figure 3.2: Range sensor with the cone
Figure 3.3: (a): The sensor model; (b): percentage error with the cone of propagation making an angle $\alpha$; (c): percentage error when the sensor makes an angle $\theta$ with respect to the object
cone of propagation. The second part finds the error in estimating the distance from the sensor to the object when the sensor is making an angle $\theta$ with the object (neglecting the cone of propagation). This was achieved by varying $\theta$ and measuring the distance from the sensor to the object for different depths $d$. For different measurements the error was computed in percent as the ratio of error to the true distance. This is illustrated in Fig. 3.3(c). In this plot, $\theta_3$ denotes the orientation of the sensor to the object neglecting the cone of propagation. Finally, in the third part, these two errors are combined together to form the range sensor model and is illustrated in Fig. 3.3(a). For clarity the plots in Fig. 3.3 show the viewing coordinates for the respective angles and the numbers in percentage indicate the maximum error in each of the cases. The data points for the range model are tabulated in Table 3.1. Looking at the plots and the data table it is seen that for a fixed $\theta$, the percentage error decreases as the depth increases, but as $\theta$ increases the error increases for a fixed depth and for an increasing depth, i.e., the error is a function of $d$ and $\theta$. So it was decided that the measurements would be acceptable if the orientation of the sensor with respect to the object does not exceed 9 degrees and the depth of the sensor to the object should be around 20 inches.
Table 3.1: Range Sensor model data: the elements of the matrix represent $e\%$.

<table>
<thead>
<tr>
<th>d \ $\theta$</th>
<th>0°</th>
<th>1°</th>
<th>2°</th>
<th>3°</th>
<th>4°</th>
<th>5°</th>
<th>6°</th>
<th>7°</th>
<th>8°</th>
<th>9°</th>
</tr>
</thead>
<tbody>
<tr>
<td>15&quot;</td>
<td>14.8</td>
<td>14.8</td>
<td>14.9</td>
<td>15.0</td>
<td>15.2</td>
<td>15.3</td>
<td>15.6</td>
<td>15.7</td>
<td>15.9</td>
<td></td>
</tr>
<tr>
<td>16&quot;</td>
<td>13.9</td>
<td>13.9</td>
<td>14.0</td>
<td>14.2</td>
<td>14.3</td>
<td>14.4</td>
<td>14.6</td>
<td>14.8</td>
<td>15.0</td>
<td></td>
</tr>
<tr>
<td>17&quot;</td>
<td>13.1</td>
<td>13.1</td>
<td>13.2</td>
<td>13.3</td>
<td>13.3</td>
<td>13.5</td>
<td>13.6</td>
<td>13.8</td>
<td>14.0</td>
<td>14.2</td>
</tr>
<tr>
<td>18&quot;</td>
<td>12.4</td>
<td>12.4</td>
<td>12.5</td>
<td>12.6</td>
<td>12.8</td>
<td>12.9</td>
<td>13.1</td>
<td>13.3</td>
<td>13.5</td>
<td></td>
</tr>
<tr>
<td>19&quot;</td>
<td>11.7</td>
<td>11.8</td>
<td>11.8</td>
<td>11.9</td>
<td>12.0</td>
<td>12.1</td>
<td>12.3</td>
<td>12.4</td>
<td>12.7</td>
<td>12.9</td>
</tr>
<tr>
<td>20&quot;</td>
<td>11.1</td>
<td>11.2</td>
<td>11.2</td>
<td>11.3</td>
<td>11.4</td>
<td>11.5</td>
<td>11.7</td>
<td>11.9</td>
<td>12.1</td>
<td>12.3</td>
</tr>
<tr>
<td>21&quot;</td>
<td>10.8</td>
<td>10.7</td>
<td>10.7</td>
<td>10.8</td>
<td>10.9</td>
<td>11.0</td>
<td>11.2</td>
<td>11.3</td>
<td>11.6</td>
<td>11.8</td>
</tr>
<tr>
<td>22&quot;</td>
<td>10.2</td>
<td>10.2</td>
<td>10.2</td>
<td>10.3</td>
<td>10.4</td>
<td>10.5</td>
<td>10.7</td>
<td>10.9</td>
<td>11.1</td>
<td>11.3</td>
</tr>
<tr>
<td>23&quot;</td>
<td>9.7</td>
<td>9.7</td>
<td>9.8</td>
<td>9.9</td>
<td>10.0</td>
<td>10.1</td>
<td>10.2</td>
<td>10.4</td>
<td>10.7</td>
<td>10.9</td>
</tr>
<tr>
<td>24&quot;</td>
<td>9.3</td>
<td>9.3</td>
<td>9.4</td>
<td>9.5</td>
<td>9.6</td>
<td>9.7</td>
<td>9.8</td>
<td>10.0</td>
<td>10.3</td>
<td>10.5</td>
</tr>
</tbody>
</table>
3.3 Intensity Guided Range Sensing

In the previous chapter we found the position of the four corners of the quadrangle using stereo imaging technique. It is very difficult to make range measurements on corners of any object, hence it was decided to make range measurements on the mid-points of the two corners which would detect the edge of the object. This section is divided into two subsections. In subsection 3.3.1 we find the midpoints of these corners and try to recover the corners from these midpoints under some restrictions. Subsection 3.3.2 shows how to orient the range sensor such that it is normal to the object using the vision data.

3.3.1 Recovery of corners

Consider the four corners $C_1, C_2, C_3,$ and $C_4$ of the quadrangle as shown in Fig. 3.4. The midpoints $M_1, M_2, M_3,$ and $M_4$ of the corners can be easily

![Diagram of a quadrangle with midpoints marked](image)

Figure 3.4: Quadrangle with its corners and midpoints
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obtained using the mid-point formula. Knowing the mid-points we attempt to recover the corners. Again using the mid-point formula we have the following relationship for the \( x \)-coordinate of the midpoints.

\[
2M_{1x} = C_{1x} + C_{2x} \\
2M_{2x} = C_{2x} + C_{3x} \\
2M_{3x} = C_{3x} + C_{4x} \\
2M_{4x} = C_{4x} + C_{1x}
\]

Writing the above relation in matrix form yields

\[
\begin{bmatrix}
1 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 \\
1 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
C_{1x} \\
C_{2x} \\
C_{3x} \\
C_{4x}
\end{bmatrix}
= 2
\begin{bmatrix}
M_{1x} \\
M_{2x} \\
M_{3x} \\
M_{4x}
\end{bmatrix}
\]

(3.1)

The last row of \( A \) in Eq. 3.1 is a linear combination of the first three rows of \( A \) which means that \( A \) is a singular matrix. This suggests there is no unique solution to the problem. Knowing the mid-points is not sufficient to recover the corners of the quadrangle. The midpoints of a convex\(^1\) quadrangle always form a parallelogram.

By fixing one parameter in Eq. 3.1, and knowing one of the corner points say \( C_1 \), the solution to the problem is given by the following relation which is

\(^1\)This is a necessary but not sufficient condition.
written in a matrix form.

\[
\begin{bmatrix}
C_{1x} \\
C_{2x} \\
C_{3x} \\
C_{4x}
\end{bmatrix} =
\begin{bmatrix}
1 & 0 & 0 & 0 \\
-1 & 2 & 0 & 0 \\
1 & -2 & 2 & 0 \\
-1 & 2 & -2 & 2
\end{bmatrix}
\begin{bmatrix}
C_{1x} \\
M_{1x} \\
M_{2x} \\
M_{3x}
\end{bmatrix}.
\]

(3.2)

Equation 3.2 gives the \(x\)-coordinate of the four corners. The \(y\) and \(z\)-coordinates can be found similarly.

### 3.3.2 Orientation of the Range Sensor

Given a point in space its orientation can be found by determining the orientation of the vector normal to the point in space with respect to some fixed coordinate system.

Consider the corner \(C_3\) [Fig. 3.4] as some point in 3-D space. The normal \(\hat{n}\) to this point is the cross product of the two vectors \(C_1C_3\) and \(C_2C_3\), i.e.,

\[\hat{n} = (\overrightarrow{C_1C_3} \times \overrightarrow{C_2C_3})\]

Let \(\alpha\) and \(\beta\) represent the rotation angles about the \(Z\) and the \(Y\)-axes, respectively. Referring to Fig. 3.5 the orientation of this vector is given by the following relations

\[\alpha = \arctan(y/x)\]

\[\beta = \arctan(\sqrt{x^2 + y^2}/z)\]

where, \(x, y, z\) are the coefficients of the unit normal.
Figure 3.5: Orientation Angles: (a) rotation about the z-axis; (b) rotation about the y-axis

Thus the orientation of $C_3$ is obtained in 3-D space with respect to a fixed system. Since $C_3$ lies on the plane $C_1C_2C_3C_4$ the orientation of $C_3$ is the orientation of the plane. Aligning the range sensor to this orientation makes the sensor normal to the sensed plane.

3.4 3-D Position from Range Data

The profile of range data is as shown by curve A in Fig. 3.6. Curve B in Fig. 3.6 represents an ideal curve for the range sensor if an edge of the object was detected. Assume $t$ (shown in Fig. 3.7) as the distance from where the object was scanned to the point where the object edge was located. The objective here is to find this distance $t$ from our sensory data.

It is assumed that after smoothing curve A in Fig. 3.6 would resemble the integral of the normal distribution curve. This smooth curve is defined by the
Figure 3.6: Profile of the Range data: curve A represents the actual data set, curve B represents the ideal data set
error function given by Eq. 3.3.

$$erf(u) = \int_{-\infty}^{u} \frac{1}{\sqrt{2\pi}\sigma_1} \exp^{-1/2(z-m_1)^2/\sigma_1^2} \, dx$$  \hspace{1cm} (3.3)

The smoothing operation is performed by convolving the sensory data (curve A) with a normal distribution having a zero mean and known variance. Differentiating this convolved curve will yield a normal distribution curve with $m_1$ as its mean and a new variance $\sigma_1$. This is true since the convolution of two normal distributions $N_1(m_1, \sigma_1)$ and $N_2(m_2, \sigma_2)$ respectively yields a normal distribution $N(M, \sigma)$, where $M = (m_1 + m_2)$ and $\sigma = (\sigma_1^2 + \sigma_2^2)$ [32].

Thus, for zero mean $m_2$, $t$ is the mean $m_1$ with variance $(\sigma_1^2 + \sigma_2^2)$, where $m_1$ is the mean and $\sigma_1$ is the variance of the data fitted to the normal curve.
\[ x = x_1 + a_1 t \]
\[ y = y_1 + a_2 t \]
\[ z = z_1 + a_3 t \]  \hspace{1cm} (3.4)

Knowing \( t \) and a line parallel to the line on the plane passing through a known point on the plane, the 3-D coordinates of the edge point can be easily found using the parametric equations of a line in space as shown in Eq. 3.4 (with reference to Fig. 3.8).

![Figure 3.8: Lines in Space](image)

3.5 Implementation and Experimental Results

Previous sections of this chapter described the sensor model and how the range sensor can be guided using the stereo data to acquire the range data. This section implements this theory and acquires the 3-D positions of the four
mid–points from the range data.

Using the stereo data the range sensor was moved to a known position (approximately the center of the plane). The plane was scanned for each edge point. The range sensor traversed parallel and normal to the plane. The data for one of the edge points is as plotted in Fig. 3.9(a). This data was convoluted with a Gaussian distribution function with a variance of 3. This plot is shown in Fig. 3.9(b) and the result of this convolution is shown in Fig. 3.9(c). This data plot now resembles that of an error function (Eq. 3.3). This data is numerically differentiated to get an approximate normal distribution of the data and is as shown in Fig. 3.9(d). This data was fitted to a normal distribution and its mean and variance calculated. This mean is \( t \) which is the parameter in the parametric representation of a line in space as discussed in section 3.4. The parameter \( t \) with its uncertainty and variance for all the four edge points is shown in Table 3.2.

Table 3.2: The data set parameters

<table>
<thead>
<tr>
<th>Edge No.</th>
<th>( t )</th>
<th>variance</th>
<th>error in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.50</td>
<td>5.99</td>
<td>0.15</td>
</tr>
<tr>
<td>2</td>
<td>4.75</td>
<td>18.77</td>
<td>0.28</td>
</tr>
<tr>
<td>3</td>
<td>3.63</td>
<td>6.54</td>
<td>0.15</td>
</tr>
<tr>
<td>4</td>
<td>3.63</td>
<td>5.38</td>
<td>0.14</td>
</tr>
</tbody>
</table>
Figure 3.9: (a): Sensor data; (b): Discrete normal distribution with variance 3; (c): Convolution of (a) & (b); (d): Numerical differentiation of (c)
The 3-D coordinates of all the edge points were computed using Eq. 3.4.

Their values and the associated variances are tabulated in Table 3.3.
3.6 Conclusion

The 3-D position and orientation for a quadrangular plane as the object in the robots environment was found using stereo and intensity guided range sensing. The errors were computed and tabulated.
CHAPTER 4

Sensor Fusion

This chapter addresses the issue of fusion of sensory data from stereo and ultrasonic range to systematically deal with uncertainty inherent in both sensory data. Section 4.1 briefly formulates the joint density function of random variables. Section 4.2 models the measurements as density functions. Section 4.3 formulates the fusion process. Section 4.4 gives the numerical solution of the fusion process. Section 4.5 presents implementation and experimental results.

4.1 Joint Density Functions

The central limit theorem [32] states that if the random variables $x_i$ are independent, then the density of their sum, $x = x_1 + \cdots + x_n$, tends to be a normal curve as $n \to \infty$. Assuming that the measurements made have a normal density function, their joint probability density functions (p.d.f) are computed. The following subsections give a brief description of computing the density functions of sum, difference, product, and ratio of two random variables.
4.1.1 p.d.f: Function of a Random Variable

Consider \( y = f(x) \) where \( x \) is a random variable (RV). Then the density function of \( y \) is given by

\[
p(y) = \frac{p(x)|_{x=f(y)}}{|f'(x)|} \tag{4.1}
\]

where, \( p(x) \) is the density function of \( x \) and \( f'(x) \) is the derivative of \( f(x) \).

**Case 1:** Consider

\[
y = ax
\]

where, \( a \) is a constant then the density function of \( y \) using Eq. 4.1 is given by

\[
p(y) = \frac{1}{|a|}p\left(\frac{y}{a}\right). \tag{4.2}
\]

**Case 2:** Consider

\[
y = ax + b
\]

where, \( a \) and \( b \) are constants then the density function of \( y \) is

\[
p(y) = \frac{1}{|a|}p\left(\frac{y-b}{a}\right). \tag{4.3}
\]

**Case 3:** Consider

\[
y = \frac{1}{x}
\]

The equation \( y = 1/x \) has a single solution \( x = 1/y \), thus the density function of \( y \) is

\[
p(y) = \frac{1}{y^2}p\left(\frac{1}{y}\right). \tag{4.4}
\]
4.1.2 p.d.f: Difference of Two Random Variables

Consider two independent RVs \( x \) and \( y \) with known density functions \( p(x) \) and \( p(y) \) respectively. Let

\[
z = x - y.
\]

If the two RVs are independent, the density of their sum \( z \) equals the convolution of their densities. Thus, the density function of \( z \) is given by

\[
p(z) = \int_{-\infty}^{\infty} p(z + y)p(y)dy.
\]

4.1.3 p.d.f: Ratio of Two Random Variables

Consider two independent RVs \( x \) and \( y \) with known density functions \( p_x(x) \) and \( p_y(y) \) respectively and let \( z \) be the ratio of these two random variables

\[
z = \frac{x}{y},
\]

then the p.d.f of \( x \) and \( y \) is given by

\[
p_z(z) = \int_{-\infty}^{\infty} |y|p(yz, y)dy.
\]

where \( p(\cdot, \cdot) \) is the joint probability density of \( x \) and \( y \).

4.1.4 p.d.f: Product of Two Random Variables

Consider two independent RVs \( x \) and \( y \) with known density functions \( p_x(x) \) and \( p_y(y) \) respectively and let \( z \) be the product of these two random variables:

\[
z = xy.
\]
The p.d.f of \( z \) is given by
\[
p_z(z) = \int_{-\infty}^{\infty} \frac{1}{|y|} p(z/y, y) dy.
\] (4.7)
where \( p(., .) \) is the joint probability density of \( x \) and \( y \).

### 4.2 Modelling of Density Functions

Assume that the measurements \( y_1^p \) and \( y_2^p \) to have normal density functions \( p(y_1^p) \approx N(\mu_1, \sigma) \) and \( p(y_2^p) \approx N(\mu_2, \sigma) \) respectively with the same variance. The p.d.f of the difference of two RVs is given by
\[
p(z) = \frac{1}{2\pi \sigma^2} \int_{-\infty}^{\infty} \exp \left\{ -(z + y - \mu_1)^2 / 2\sigma^2 \right\} \exp \left\{ -(y - \mu_2)^2 / 2\sigma^2 \right\} dy.
\]

Solving the above integral yields
\[
p(z) = \frac{1}{\sqrt{2\pi}(\sqrt{2}\sigma)} \exp \left\{ -(z - (\mu_1 - \mu_2))^2 / 2(\sqrt{2}\sigma)^2 \right\}. \tag{4.8}
\]
Equation 4.8 suggests that the joint density function of the difference of two random variables having normal density functions with different means but the same variance is a normal density function. Its mean is the difference of the two means and has the same variance.

Assume \( x_1^p \) to have a normal density function \( N(\mu_3, \sigma_1) \), and \( y = y_1^p - y_2^p \) to have the density function as defined in Eq. 4.8, the p.d.f of \( x \) and \( y \) using Eq. 4.6 is
\[
p(z) = \frac{1}{\pi 2\sqrt{2\sigma_1}\sigma} \int_{-\infty}^{\infty} |y| \exp \left\{ -\frac{1}{2\sigma_1^2} (zy - \mu_3)^2 \right\} \exp \left\{ -\frac{1}{4\sigma^2} (y - (\mu_1 - \mu_2))^2 \right\} dy.
\]
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Solving the above integral yields

\[ p(z) = \frac{A}{\alpha} \left[ 1 + \frac{k \sqrt{\pi} \exp(k^2/4)}{2} \text{erf}(k/2) - 1 \right]. \]  

(4.9)

with,

\[ A = \frac{1}{2\sqrt{2}\pi \sigma^2} \exp(-(2\mu_3^2 + (\mu_1 - \mu_2)^2)/4\sigma^2) \]

\[ \alpha = \frac{2z^2 + 1}{4\sigma^2} \]

\[ k = \frac{-(4z\mu_3 + 2(\mu_1 - \mu_2))}{2\sigma(\sqrt{2}z^2 + 1)} \]

Equation 4.9 gives the p.d.f of the ratio of two independent RVs with \( p(x) \simeq N(\mu_3, \sigma_1) \) and \( p(y) \) as defined in Eq. 4.8.

Using the above developed relationships, the density functions of \( X_1, Y_1, \) and \( Z_1 \) (Eqs. 2.13,2.14,2.15) which are the joint probability density functions of \( x_1^p, y_1^p \) and \( z_1^p \), are given by the following Eqs.

\[ p^*(X_1) = \frac{A_1}{\alpha_1 \gamma_1} \left[ 1 + \frac{k_1 \sqrt{\pi} \exp(k_1^2/4)}{2} \text{erf}(k_1/2) - 1 \right] \]

\[ p^*(Y_1) = \frac{A_2}{\alpha_2 \gamma_1} \left[ 1 + \frac{k_2 \sqrt{\pi} \exp(k_2^2/4)}{2} \text{erf}(k_2/2) - 1 \right] \]  

(4.10)

\[ p^*(Z_1) = \frac{|\lambda \gamma_1|}{2\sqrt{\pi} \sigma Z_1^2} \exp(-(\gamma_1 \lambda/(Z_1 - \lambda) - (\mu_2 - \mu_1))/2\sigma^2) \]

with

\[ A_1 = \exp(-(2\mu_3^2 + (\mu_1 - \mu_2)^2)/4\sigma^2)/2\sqrt{2}\pi \sigma^2 \]
\[ A_2 = \exp\left(-\frac{(2\mu_1^2 + (\mu_1 - \mu_2)^2)}{4\sigma^2}\right)/2\sqrt{2\pi}\sigma^2 \]

\[ \alpha_1 = \frac{(2X_i^2 + 1)}{4\sigma^2} \]

\[ \alpha_2 = \frac{(2Y_i^2 + 1)}{4\sigma^2} \]

\[ k_1 = \frac{(-4X_i\mu_3 - 2(\mu_1 - \mu_2))}{4\sigma^2\sqrt{\alpha_1}} \]

\[ k_2 = \frac{(-4Y_i\mu_1 - 2(\mu_1 - \mu_2))}{4\sigma^2\sqrt{\alpha_2}} \]

Equation 4.10 represent the density functions of the 3D points obtained from stereo. The shape of these density functions is illustrated in Fig. 4.1.

The values of \( \sigma, \sigma_1, \mu_1, \mu_2, \mu_3, \) and \( \lambda_1 = 3 \) for all four points of the plane are tabulated in Tables 2.4 and 2.2, respectively. The normal density table for all four points acquired from stereo is as shown in Table 4.1.

Table 4.1: The normal-density table of points obtained from stereo (dimensions are in millimeters)

<table>
<thead>
<tr>
<th>Corner #</th>
<th>( x_i^p \simeq N(\mu_3, \sigma_1) )</th>
<th>( y_i^p \simeq N(\mu_1, \sigma) )</th>
<th>( y_2^p \simeq N(\mu_2, \sigma) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(3.81, 0.254)</td>
<td>(-3.05, 0.244)</td>
<td>(-1.78, 0.244)</td>
</tr>
<tr>
<td>2</td>
<td>(3.05, 0.254)</td>
<td>(1.78, 0.244)</td>
<td>(3.30, 0.244)</td>
</tr>
<tr>
<td>3</td>
<td>(-0.76, 0.254)</td>
<td>(1.52, 0.244)</td>
<td>(2.79, 0.244)</td>
</tr>
<tr>
<td>4</td>
<td>(-2.03, 0.254)</td>
<td>(-3.56, 0.244)</td>
<td>(-2.29, 0.244)</td>
</tr>
</tbody>
</table>

The joint density function for the range data can be formulated as follows:

\[ p_r(X_1) = \int_{-\infty}^{\infty} p_r(X_1 - y)p(y)dy \]
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Figure 4.1: Density Functions for Stereo Data: (a): p.d.f $p_{X_1}$, (b): p.d.f $p_{Y_1}$, (c): p.d.f $p_{Z_1}$
\[ p^*(Y_1) = \int_{-\infty}^{\infty} p^*(Y_1 - y)p(y)dy \quad (4.11) \]

\[ p^*(Z_1) = \int_{-\infty}^{\infty} p^*(Z_1 - y)p(y)dy \]

where,

\[
p^*(X_1 - y) = A_1 \left[ 1 + \frac{k_1 \sqrt{\pi} \exp(k_1^2/4)}{2} (erf(k_1/2) - 1) \right] / \alpha_1 \gamma_1
\]

\[
A_1 = \exp(-(2\mu_3^2 + (\mu_1 - \mu_2)^2)/4\sigma^2)/2\sqrt{2\pi}\sigma^2
\]

\[
\alpha_1 = (2(Y_1 - y)^2 + 1)/4\sigma^2
\]

\[
k_1 = (-4(Y_1 - y)\mu_3 - 2(\mu_1 - \mu_2))/4\sigma^2\sqrt{\alpha_1}
\]

\[
p(y) = \exp(-(y - \mu_r)^2/2\sigma_r^2)/\sqrt{2\pi}
\]

\[
p^*(Y_1 - y) = A_1 \left[ 1 + \frac{k_1 \sqrt{\pi} \exp(k_1^2/4)}{2} (erf(k_1/2) - 1) \right] / \alpha_1 \gamma_1
\]

\[
A_1 = \exp(-(2\mu_3^2 + (\mu_1 - \mu_2)^2)/4\sigma^2)/2\sqrt{2\pi}\sigma^2
\]

\[
\alpha_1 = (2(Y_1 - y)^2 + 1)/4\sigma^2
\]

\[
k_1 = (-4(Y_1 - y)\mu_3 - 2(\mu_1 - \mu_2))/4\sigma^2\sqrt{\alpha_1}
\]

\[
p(y) = \exp(-(y - \mu_r)^2/2\sigma_r^2)/\sqrt{2\pi}
\]

\[
p^*(Z_1 - y) = \frac{|\lambda \gamma_1|}{2\sqrt{\pi}\sigma(Z_1 - y)^2} \exp(-\gamma_1 \lambda/((Z_1 - y) - \lambda) - (\mu_2 - \mu_1)/2\sigma)^2
\]

It can be seen that the analytical solution for these integrals (Eqs. 4.11) would be very complex. Thus a numerical solution for some limits is implemented.
The shape of these density functions is illustrated in Fig. 4.2.

4.3 Fusion of the Density Functions

This section addresses the fusion of two probability density functions derived from the stereo and range data. The density functions are normalized to one as the area under the density curves has to be one. Let \( p^s(x) \) and \( p^r(x) \) be the two input density functions and \( p(x) \) denote the output density resulting from the fusion. This output can be expressed as an unknown functional \( \mathcal{F} \) of the two inputs:

\[
p(x) = \mathcal{F}(p^s(x), p^r(x)).
\]

The focus in the following mathematical formulation is the determination of the fusion functional \( \mathcal{F} \) [33]. Assuming that in some neighborhood around \((p^s(x_0), p^r(x_0))\), \( \mathcal{F} \) is infinitely differentiable, \( \mathcal{F} \) can be expanded in a converging Taylor series:

\[
p(x) = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} a_{ij} (p^s)^i(x)(p^r)^j(x),
\]

where \((p^s)^i(x)\) is the \(i\)th power of \(p^s(x)\), \((p^r)^j(x)\) is the \(j\)th power of \(p^r(x)\), and \(a_{ij}\) are the unknown coefficients. Each \(a_{ij}(x)\) can be expressed as an infinite sum containing partial derivatives of the functional \( \mathcal{F} \) of the order \((i + j)\) and higher.

By expanding the functional \( \mathcal{F} \) in Taylor series, the problem of determining \( \mathcal{F} \) becomes the problem of determining the unknown coefficients of its Taylor series. As the order of truncation increases the complexity in finding the unknown
Figure 4.2: Density Functions for Range Data: (a): p.d.f $p_{X_1}$, (b): p.d.f $p_{Y_1}$, (c): p.d.f $p_{Z_1}$
coefficients increases [29].

4.3.1 First Order Approximation of the Fusion Functional

In the following sections, the dependency upon the independent variable $x$ will be assumed and not explicitly denoted. The first order approximation of $\mathcal{F}$ yields:

$$ p = a_{10}p^s + a_{01}p^r. \quad (4.12) $$

which is a linear combination of the inputs.

Equation 4.12 can be normalized so that $0 \leq p \leq 1$. As $p^s$ and $p^r$ are already normalized, this process will affect only the coefficients $a_{10}$ and $a_{01}$.

$$ p_{\text{norm}} = \frac{(a_{10}p^s + a_{01}p^r)}{(a_{10} + a_{01})} = \alpha p^s + \beta p^r $$

with $\alpha = a_{10}/(a_{10} + a_{01})$ and $\beta = a_{01}/(a_{10} + a_{01})$. As a result of this scaling $\alpha$ and $\beta$ are related by the relation: $\alpha + \beta = 1$.

For the remainder of this mathematical formulation, the normalized expression will be of interest and the reference to the normalization can be dropped:

$$ p = \alpha p^s + \beta p^r = \alpha p^s + (1 - \alpha)p^r. $$

The relation $\alpha + \beta = 1$ reduces the problem of determining two unknown coefficients to that of determining one unknown coefficient, namely $\alpha$. The following two constraints lead to the determination of $\alpha$. 
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Fusion Constraints

In order to determine the unknown coefficient $\alpha$ two meaningful constraints can be expressed ($\alpha$ will be left as a function of $x$ to allow it to vary from one interval to another):

A) Sensor Corroboration

The fusion of information provided by two disparate sensors should increase the knowledge about a given feature. Hence, a constraint must exist which allows $F$ to be significant. The highest value $F$ can reach is one since it has been normalized. Thus the problem of maximizing $F$ can be expressed as the minimization of the expression $(1 - p)$. This constraint can be formulated in the least mean square (LMS) sense as follows:

$$\int_C (1 - p)^2 \, dx \quad \text{Minimum.}$$

The integration is carried out over the entire space of $x$ which will be denoted by $C$.

Let $f$ denote the function $(1 - p)$

$$f = 1 - p = 1 - \alpha p^* - \beta p^r.$$

Using the normalizing constraint yields

$$f = (1 - p^r) - \alpha (p^* - p^r). \quad (4.13)$$

B) Sensor Validation
Any information about the presence or absence of a given feature provided by sensor 1 must be validated by sensor 2 either by confirming or denying this information. As the two sensors record two fairly similar data of the same scene, some similarity is expected between the two density functions \( p^s \) and \( p^r \). Both \( p^s \) and \( p^r \) are expected to vary at the same location. This similarity in the variation of features can be mathematically expressed as a minimization problem on the derivative of their differences. In the LMS sense this can be written as:

\[
\int_C \left[ \frac{d}{dx}(\alpha p^s - \beta p^r) \right]^2 dx 
\]

Minimum.

\[
= \int_C g^2 dx
\]

with

\[
g = (\alpha p^s - \beta p^r)_x \\
= ((p^s + p^r)\alpha - p^r)_x \quad (4.14)
\]

\[
= (p^s + p^r)\alpha_x + (p^s_x + p^r_x)\alpha - p^r_x.
\]

The subscript \( x \) in the above equations and the following equations denotes that the function is differentiated with respect to \( x \).

### 4.3.2 Mathematical Formulation

To summarize the above constraints, the following two expressions are to be minimized simultaneously:

\[
\int_C f^2 dx
\]
\[ \int_C g^2 dx \]

where \( f \) and \( g \) are as given in Eqs. 4.13 and 4.14, respectively. In order to optimally minimize the above two integrals simultaneously, a new function \( G \) is created

\[ G = f^2 + \lambda^2 g^2 \]

and the calculus of variations technique is applied to the integral

\[ \int_C G dx. \]

The new function \( G \) explicitly depends upon the independent variable \( x \), \( \alpha(x) \), and its derivative \( d\alpha(x)/dx \). The constant \( \lambda^2 \) must be regarded as a weight factor which allows for emphasis of either of the principles mentioned above.

If there exists a function \( \alpha = \alpha(x) \) which minimizes the integral

\[ \int_C G(x, \alpha, \alpha_x) dx, \]

then it must satisfy the Euler–Lagrange equation [34]:

\[ \frac{\partial G}{\partial \alpha} - \frac{d}{dx} \left( \frac{\partial G}{\partial \alpha_x} \right) = 0 \]

with

\[ G = f^2 + \lambda^2 g^2 \]

\[ = (1 - p' - (p^* - p')\alpha + \\
\lambda^2 [(p^* + p')\alpha_x + (p_x^* + p_x')\alpha - p_x')]^2. \]

The Euler–Lagrange equation is calculated as follows:

\[ \frac{\partial G}{\partial \alpha} = 2f(p' - p^*) + 2\lambda^2 g(p_x' + p_x^*) \]
\[
\frac{d}{dx} \left( \frac{\partial G}{\partial \alpha_x} \right) = 2\lambda^2 g(p_x^s + p_x^r) + 2\lambda^2 (p^s + p^r)g_x
\]

\[
\frac{dg}{dx} = (p_x^s + p_x^r)\alpha_x + (p^s + p^r)\alpha_{xx} + (p_{xx}^s + p_{xx}^r)\alpha + (p_x^s + p_x^r)\alpha_x - p_{xx}^r.
\]

Finally, by substituting the expressions of \( f \) and of \( dg/dx \) and by grouping the terms as coefficients of \( \alpha \) and its partial derivative, the Euler–Lagrange equation can be written as:

\[
\alpha_{xx} + \left[ \frac{p_{xx}^s + p_{xx}^r}{p^s + p^r} - \left( \frac{p^s - p^r}{\lambda(p^s + p^r)} \right)^2 \right] \alpha
\]

\[
+ \frac{2(p_x^s + p_x^r)}{p^s + p^r} \alpha_x = \frac{(1 - p^r)(p^r - p^s)}{\lambda^2(p^s + p^r)^2} + \frac{p_{xx}^r}{p^s + p^r}.
\]

In summary, the first order approximation of \( \mathcal{F} \)

\[
\alpha_{xx} + A_1 \alpha_x + A_2 \alpha = C \quad (4.15)
\]

when modeled continuously, is equivalent to solving one partial differential equation in \( \alpha \) of the form shown by the above expression.

### 4.4 Numerical Solution

The original problem was the fusion of discrete stereo and range data. In order to ease the formulation of the fusion algorithm, these measurements were modelled by continuous density functions. By approximating the fusion functional by the first order truncation of its Taylor series, the problem of fusing two
density functions was reduced to one of determining the continuous function \( \alpha(x) \) in the equation:

\[
p(x) = \alpha(x)p^*(x) + (1 - \alpha(x))p'(x)
\]

It was shown in the previous section that, by means of imposing several constraints and applying the calculus of variations technique, \( \alpha(x) \) must be a solution of the differential equation:

\[
\frac{d^2\alpha(x)}{dx^2} + A_1(x)\frac{d\alpha(x)}{dx} + A_2\alpha(x) = C(x)
\]

with

\[
A_1(x) = \frac{2p_x'(x) + p_x^r(x)}{-p^*(x) + p^r(x)}
\]

\[
A_2(x) = \left( \frac{p^*(x) - p^r(x)}{\lambda(p^*(x) + p^r(x))} \right)^2 + \frac{p_{xx}^*(x) + p_{xx}^r(x)}{p^*(x) + p^r(x)}
\]

\[
C(x) = \left( \frac{(1 - p^r(x))(p^*(x) - p^r(x))}{\lambda^2(p^*(x) + p^r(x))^2} \right) + \frac{p_{x}''(x)}{p^*(x) + p^r(x)}.
\]

Returning to the discrete domain with the new notation \( \alpha(i) \), \( A_1(i) \), \( A_2(i) \), and \( C(i) \) to emphasize the discrete character of the following equations the transformation from the continuous domain to the discrete domain is obtained by means of the following approximations:

\[
\alpha(x) = \alpha(i)
\]

\[
\alpha_x(x) = (\alpha(i + 1) - \alpha(i - 1))/2h
\]

\[
\alpha_{xx}(x) = (\alpha(i + 1) - 2\alpha(i) + \alpha(i - 1))/h^2.
\]
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By introducing these discrete approximations, the continuous differential equation becomes a difference equation of the form:

\[
\alpha(i+1) \left( \frac{1}{h^2} + \frac{\Delta_1(i+1)}{2h} \right) + \alpha(i) \left( \frac{-1}{h^2} + \Delta_2(i) \right) + \\
\alpha(i-1) \left( \frac{1}{h^2} - \frac{\Delta_1(i-1)}{2h} \right) = C(i)
\]

The coefficients are also computed discretely, and the derivatives which appear in their expressions are approximated in the very same manner as the derivatives in \( \alpha(x) \):

\[
\Delta_1(i) = \frac{p^s(i+1) - p^s(i-1) + p^r(i+1) - p^r(i-1)}{(p^s(i) + p^r(i))}
\]

\[
\Delta_2(i) = -\left( \frac{p^s(i) - p^r(i)}{\lambda(p^s(i) + p^r(i))} \right)^2 + \frac{p^s_{xx}(i) + p^r_{xx}(i)}{p^s(i) + p^r(i)}
\]

\[
C(i) = \frac{(1 - p^r(i))(p^s(i) - p^r(i))}{\lambda^2(p^s(i) + p^r(i))^2} + \frac{p^s_{xx}(i)}{p^s(i) + p^r(i)}
\]

The difference equation derived above can be rewritten for the sake of conciseness as follows:

\[
\alpha(i+1)a_i + \alpha(i)d_i + \alpha(i-1)b_i = C(i)
\]

with

\[
a_i = \left( \frac{1}{h^2} + \frac{\Delta_1(i+1)}{2h} \right)
\]
\[ d_i = \left( -\frac{2}{h^2} + A_2(i) \right) \]

\[ b_i = \left( \frac{1}{h^2} - \frac{A_1(i-1)}{2h} \right). \]

This resulting system can be written in a matrix form as follows:

\[ A\alpha = C. \]

The direct solution is straightforward and consists of inverting the matrix \( A \) in order to obtain the unknown vector \( \alpha \):

\[ \alpha = A^{-1}C \] (4.16)

where

\[
A = \begin{bmatrix}
  d_1 & a_1 & 0 & 0 & \cdots & \cdots & \cdots & 0 \\
  b_2 & d_2 & a_2 & 0 & \cdots & \cdots & \cdots & 0 \\
  0 & b_3 & d_3 & a_3 & 0 & \cdots & \cdots & 0 \\
  0 & 0 & b_4 & d_4 & a_4 & 0 & \cdots & 0 \\
  \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
  0 & 0 & 0 & 0 & b_{n-1} & d_{n-1} & a_{n-1} & 0 \\
  0 & 0 & 0 & 0 & 0 & b_n & d_n & 0
\end{bmatrix}
\]

\( A \) being a tridiagonal square matrix of size \( n \), its inverse can be found easily.

The following section implements and illustrates the experimental results of the fusion algorithm.
4.5 Implementation and Experimental Results

This section illustrates by means of synthetic data and then by real data the previously described method for the fusion of two density functions.

As discussed in the previous section the mathematical expression which is minimized is $\mathcal{F}(\alpha) = (\text{corroboration}(\alpha) + \lambda \text{validity}(\alpha))$. As we have no knowledge of how to choose or constrain $\lambda$, it is left as a parameter. Tests were conducted with several values of $\lambda$.

The $\alpha$'s obtained should theoretically fall in the interval zero to one. However, because of numerical errors, some values of $\alpha$ are negative and some are greater than one. This result can be explained by the fact that the second derivatives of the density functions are required in the computation of $\alpha$'s and the high noise sensitivity of the second derivatives yield erroneous results which affect values of $\alpha$. A pure rescaling between zero and one would compress the sensible values of $\alpha$ in a narrow interval.

The Gaussian elimination with partial pivoting [35] method was implemented to factor a tridiagonal matrix and simultaneously solve a system of linear equations 4.16.

4.5.1 Synthetic Data

The synthetic data consisted of two input normal densities with the same variance but different means. The results are shown in Figs. 4.3 through 4.8. As
Figure 4.3: (a) normal input density 1 with mean = 20, (b) normal input density 2 with mean = 40, (c) Fusion function with $\lambda = 0.1$ (d) Fused density with mean = 29.94
Figure 4.4: For $\lambda = 0.1$: (a) Fusion function superimposed on the two densities  
(b) Fused density superimposed on the two densities
Figure 4.5: Fusion for $\lambda = 0.1$: A: Input density 1, B: Input density 2. C: Fusion of input densities, D: The arithmetic mean. E: The geometric mean.
Figure 4.6: (a) normal input density 1 with mean = 20, (b) normal input density 2 with mean = 40, (c) Fusion function with $\lambda = 7.5$ (d) Fused density with mean 29.1
Figure 4.7: For $\lambda = 7.5$: (a) Fusion function superimposed on the two densities (b) Fused density superimposed on the two densities
Figure 4.8: Fusion for $\lambda = 7.5$: A: Input density 1. B: Input density 2. C: Fusion of A and B. D: The arithmetic mean. E: The geometric mean.
seen for low values of $\lambda$ the fusion behaves as an arithmetic mean of the two densities, \textit{i.e.}, the algorithm allows more sensor corroboration [Fig. 4.3]. Figure 4.4(b) shows a comparison of the fused density with the two input densities. Figure 4.5 illustrates the arithmetic and the geometric mean of the two input densities. As $\lambda$ increases the fusion behaves as a geometric mean of the two densities, \textit{i.e.}, the algorithm validates the two inputs (Figs. 4.6 and 4.8). Figure 4.7(b) shows the two input densities with the fused density. Figures 4.4(a) and 4.7(a) show the fusion function overlayed on the two input densities.

At this point it would be desirable to test the method on real intensity and range data.

### 4.5.2 Real Data

The input data consists of the intensity and range data modelled as probability density functions. Results of the fusion are provided. Detailed results are shown for the $X$ coordinate of one 3-D point (on the quadrangular plane) only. The approach towards fusing the $Y$ and $Z$ coordinates is the same except for a change in the parameters. The results for the $Y^-, Z$-coordinates of the first point and the 3-D coordinates of all the remaining three points of the object are illustrated finally.

Figure 4.9 shows the individual density functions of $y_1, y_2, y_1 - y_2,$ and $x_1$. The results are presented as follows. For each $\lambda$, three graphs are plotted on three consecutive pages. The first page illustrates the input densities to be fused.
Figure 4.9: A represents the p.d.f $p(y_1)$, B represents the p.d.f $p(y_2)$, C represents the $p(y_1 - y_2)$, D represents the $p(x_1)$
in the top left and the top right corners of the pictures. The density containing the values of \( \alpha \), which is referred to as the fusion function, appears in the bottom left corner and the fused density \( (\alpha \times \text{Input density 1} + (1-\alpha) \times \text{Input density 2}) \) appears in the right corner. The second page has two plots which show the fusion function and the fused density superimposed on the two input densities. The third page shows a comparison between the fused density, the arithmetic mean, and the geometric mean of the two input densities.

The following figures allow clear vision of the scope of variation of the algorithms results. For low values of \( \lambda \), typically \( \lambda < 1 \), the method favors the principle of sensor corroboration. This can be seen in Fig. 4.10 to Fig. 4.12. The area under the curve of input 1 between \(-30\) and \(-26\) is almost zero. Whereas there exists some area under the curve of input 2 which appears also under the fusion curve. So is the case between the points \(-4\) and \(0\). The fusion function \( \alpha(i) \) takes the two extreme values of \(0\) and \(1\) at \(-30\) and \(-13.5\) respectively when integrating the two input densities. At the intersection of the two densities, the result behaves as an arithmetic mean of the two densities [Fig. 4.12]. At low values of \( \lambda \), the fusion algorithm performs almost like a simple “OR” operation. It tends to select one density without confirming the other density.
Figure 4.10: (a): p.d.f $p_{X_1}$ with mean $=-9.8$ and variance $=11.8$, (b): p.d.f $p_{X_2}$ with mean $=-13.5$ and variance $=38.2$. (c): Fusion function with $\lambda = 0.1$ (d): Fused density with mean $-10.8$ and variance $23.91$
Figure 4.11: For $\lambda = 0.1$: (a) Fusion function superimposed on the two densities (b) the fused density superimposed on the two densities
Figure 4.12: Fusion for $\lambda = 0.1$: A: Input density 1, B: Input density 2, C: Fusion of the two inputs, D: Arithmetic mean, E: Geometric mean
As \( \lambda \) increases, especially between the values of 0.25 and 0.75, the fusion function starts behaving as a critically damped system. This can be attributed to the inherent property of the solution of the second order differential equation which is typically very sensitive to noise. However, the resulting density does not refute the principle of corroborating: this is evident between the region \(-4\) to 0 in Figs. 4.13 to 4.21.

For large values of \( \lambda \), typically for \( \lambda > 1 \), the method strongly emphasizes the principle of validity. The area under the input density functions that appear in both inputs appear in the resulting density. The result can be seen in Figs. 4.22 to 4.36. The input density function 1 goes to zero around \(-4\) and the input density 2 if assumed to go to zero at 0. It is clearly seen that the resultant density goes to zero around \(-2\). This small error can be attributed to rounding errors in the plotting and the computing routines. This trend of \( \alpha \) going to the extremes is seen clearly as \( \lambda \) increases.
Figure 4.13: (a) p.d.f $p_X$, with mean $= -9.8$ and variance $= 11.8$. (b): p.d.f $p_X$ with mean $= -13.5$ and variance $= 38.2$. (c) Fusion function with $\lambda = 0.25$ (d) Fused density with mean $= -11.23$ and variance $= 23.9$
Figure 4.14: For $\lambda = 0.25$: (a) Fusion function superimposed on the two densities (b) the fused density superimposed on the two densities
Figure 4.15: Fusion for $\lambda = 0.25$: A: Input density 1. B: Input density 2. C: Fusion of the two inputs. D: Arithmetic mean. E: Geometric mean
Figure 4.16: (a) p.d.f. $p_{X_1}$ with mean $= -9.8$ and variance $= 11.8$. (b): p.d.f. $p_{X_2}$ with mean $= -13.5$ and variance $= 38.2$. (c) Fusion function with $\lambda = 0.5$ (d) Fused density with mean $= -11.32$ and variance $= 26.6$
Figure 4.17: For $\lambda = 0.5$: (a) Fusion function superimposed on the two densities (b) the fused density superimposed on the two densities
Figure 4.18: Fusion for $\lambda = 0.5$: A: Input density 1, B: Input density 2, C: Fusion of the two inputs, D: Arithmetic mean, E: Geometric mean
Figure 4.19: (a) p.d.f \( p_{X_1} \), with mean = -9.8 and variance = 11.8. (b) p.d.f \( p_{X_2} \), with mean = -13.5 and variance = 38.2. (c) Fusion function with \( \lambda = 0.75 \) (d) Fused density with mean -10.9 and variance 22.9
Figure 4.20: For $\lambda = 0.75$: (a) Fusion function superimposed on the two densities (b) the fused density superimposed on the two densities
Figure 4.21: Fusion for $\lambda = 0.75$: A: Input density 1. B: Input density 2. C: Fusion of the two inputs. D: Arithmetic mean. E: Geometric mean
Figure 4.22: (a) p.d.f $p^*_{X_i}$ with mean $= -9.8$ and variance $= 11.8$. (b): p.d.f $p^*_{X_i}$ with mean $= -13.5$ and variance $= 38.2$. (c) Fusion function with $\lambda = 2.0$ (d) Fused density with mean $-11.0$ and variance $25.9$
Figure 4.23: For $\lambda = 2.0$: (a) Fusion function superimposed on the two densities (b) the fused density superimposed on the two densities
Figure 4.24: Fusion for $\lambda = 2.0$: A: Input density 1, B: Input density 2, C: Fusion of the two inputs, D: Arithmetic mean, E: Geometric mean
Figure 4.25: (a) p.d.f $p_{X_1}$ with mean $= -9.8$ and variance $= 11.8$. (b): p.d.f $p_{X_2}$ with mean $= -13.5$ and variance $= 38.2$. (c) Fusion function with $\lambda = 2.5$ (d) Fused density with mean $-11.96$ and variance $20.6$
Figure 4.26: For \( \lambda = 2.5 \): (a) Fusion function superimposed on the two densities (b) the fused density superimposed on the two densities
Figure 4.27: Fusion for $\lambda = 2.5$: A: Input density 1. B: Input density 2. C: Fusion of the two inputs, D: Arithmetic mean, E: Geometric mean
Figure 4.28: (a) p.d.f $p_{X_1}$ with mean $= -9.8$ and variance = 11.8. (b) p.d.f $p_{X_2}$ with mean $= -13.5$ and variance = 38.2. (c) Fusion function with $\lambda = 5.0$ (d) Fused density with mean $= -12.3$ and variance 30.4
Figure 4.20: For $\lambda = 5.0$: (a) Fusion function superimposed on the two densities (b) the fused density superimposed on the two densities
Figure 4.30: Fusion for $\lambda = 5.0$: A: Input density 1, B: Input density 2, C: Fusion of the two inputs, D: Arithmetic mean, E: Geometric mean
Figure 4.31: (a) p.d.f. $p_X$, with mean $= -9.8$ and variance $= 11.8$. (b) p.d.f. $p_X$, with mean $= -13.5$ and variance $= 38.2$. (c) Fusion function with $\lambda = 7.5$. (d) Fused density with mean $= -12.3$ and variance $= 30.4$. 
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Figure 4.32: For $\lambda = 7.5$: (a) Fusion function superimposed on the two densities (b) the fused density superimposed on the two densities
Figure 4.33: Fusion for $\lambda = 7.5$: A: Input density 1. B: Input density 2. C: Fusion of the two inputs. D: Arithmetic mean. E: Geometric mean
Figure 4.34: (a) p.d.f $p_{X_1}$ with mean $=-9.8$ and variance $=11.8$. (b): p.d.f $p_{X_2}$ with mean $=-13.5$ and variance $=38.2$. (c) Fusion function with $\lambda = 10.0$ (d) Fused density with mean $-12.24$ and variance $30.3$
Figure 4.35: For $\lambda = 10.0$: (a) Fusion function superimposed on the two densities (b) the fused density superimposed on the two densities
Figure 4.36: Fusion for $\lambda = 10.0$: A: Input density 1. B: Input density 2. C: Fusion of the two inputs, D: Arithmetic mean of E: Geometric mean of A
Although the principle of validity is highly stressed, the principle of corroboration is not totally eliminated. This is evident at $-30$ in the figures. At higher values of $\lambda$, the resulting density function behaves more than just the geometric mean of the two input densities or an "AND" operation. Figure 4.36 shows the geometric mean and the arithmetic mean of the two input densities for $\lambda = 10$.

As $\lambda$ increases the variance of the fused density starts varying and the results may not be very reliable as the principle of validity is stressed more than the principle of corroboration. For $\lambda < 1$, due to the presence of oscillations the results again may not be reliable as in this case the principle of corroboration plays a major role in the fusion. So there exists an optimal $\lambda$ which allows both sensor corroboration and validity. This is evident in the case for $\lambda = 1$. With reference to Fig. 4.37 to Fig. 4.39. It is seen that in the regions $-30$ to $-20$ and $-4$ to $0$ the method allows more sensor corroboration. In the region $-20$ to $-4$ the method allows more sensor validity.

This may be illustrated as follows. For low values of $\lambda$ the first order approximation of the Euler–Lagrange equation discussed in the theory may be considered to reduce to the following expression:

$$\alpha_{xx} - \left( \frac{p^s - p^r}{\lambda(p^s + p^r)} \right)^2 \alpha + \frac{2(p^s + p^r)}{p^s + p^r} \alpha_x = \frac{(1 - p^r)(p^r - p^s)}{\lambda^2(p^s + p^r)^2}.$$

From the above expression it is evident that the fusion process emphasizes $p^r - p^s$ and $1 - p^r$. For large values of $\lambda$ ($\lambda > 1$) the equation reduces to the following expression:
Figure 4.37: (a) p.d.f $p_{X_1}$ with mean $=-9.8$ and variance $=11.8$, (b) p.d.f $p_{X_2}$ with mean $=-13.5$ and variance $=38.2$. (c) Fusion function with $\lambda = 1.0$ (d) Fused density with mean $=-10.4$ and variance $=20.9$
Figure 4.38: For $\lambda = 1.0$: (a) Fusion function superimposed on the two densities (b) the fused density superimposed on the two densities
Figure 4.39: Fusion for $\lambda = 1.0$: A: Input density 1, B: Input density 2, C: Fusion of the two inputs, D: Arithmetic mean, E: Geometric mean
\[ \alpha_{zz} = \frac{P_{zz} + P_{zz}'}{p^z + p'^z} \alpha + \frac{2(p_z^z + p_z^z')}{p^z + p'^z} \alpha_z = \frac{P_{zz}'}{p^z + p'^z}. \]

Thus for large values of \( \lambda \), \( p^z + p'^z \) is more emphasized.

The mean of the fused density function gives the \( X \)-coordinate of the 3-D point after transformation. It was found that for \( \lambda = 2 \) the fusion algorithm yielded both sensor corroboration and validity for the \( Y \)-coordinate. Experimentally a \( \lambda \) value for all the remaining coordinates of all points on the plane was chosen such that the fusion algorithm allowed both sensor corroboration and validity. The results are illustrated in Figs. 4.40 through 4.50. The means of all the densities for all the four points with the ideal positions and the associated variances are tabulated in Table 4.2 and Table 4.3, respectively.
Figure 4.40: (a) p.d.f $p_{f_1}$ with mean = 3.9 and variance = 2.5, (b) p.d.f $p_{f_2}$ with mean = 0.3 and variance = 34.2 (c) Fusion function with $\lambda = 2.0$ (d) Fused density with mean 1.6 and variance 23.6
Figure 4.41: (a) p.d.f $p_x$ with mean = 31.9 and variance = 61.8, (b) p.d.f $p_z$ with mean = 34.8 and variance = 76.0, (c) Fusion function with $\lambda = 5.0$ (d) Fused density with mean 33.8 and variance 67.1
Figure 4.42: (a) p.d.f $p_{X_2}$ with mean $=-4.3$ and variance $=1.9$, (b) p.d.f $p_{X_2}$ with mean $=-8.8$ and variance $=101.8$. (c) Fusion function with $\lambda = 2.5$ (d) Fused density with mean $-7.5$ and variance $54.03$. 
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Figure 4.43: (a) $p_1^r$, (b) $p_2^r$, (c) Fusion function with $\lambda = 5.0$ (d) Fused density with mean $-7.1$ and variance 0.2
Figure 4.44: (a) p.d.f $p_{Z_2}$ with mean = 26.9 and variance = 44.3. (b) p.d.f $p_{Z_2}$ with mean = 23.8 and variance = 166.1. (c) Fusion function with $\lambda = 5.0$ (d) Fused density with mean 30.1 and variance 89.5
Figure 4.45: (a) p.d.f \( p_{X_1} \) with mean = 0.7 and variance = 0.6, (b) p.d.f \( p_{X_2} \) with mean = -3.3 and variance = 36.3, (c) Fusion function with \( \lambda = 1.0 \) (d) Fused density with mean -1.75 and variance 26.2
Figure 4.46: (a) $p_{i3}^r$, (b) $p_{i3}^r$, (c) Fusion function with $\lambda = 5.0$ (d) Fused density with mean $-7.9$ and variance 0.7
Figure 4.47: (a) p.d.f $p_{Z_3}$ with mean = 31.9 and variance = 61.85. (b) p.d.f $p_{Z_3}$ with mean = 34.8 and variance = 78.9. (c) Fusion function with $\lambda = 5.0$ (d) Fused density with mean 34.2 and variance 68.9
Figure 4.48: (a) p.d.f $p_X$, with mean $= -0.46$ and variance $= 0.6$. (b) p.d.f $p_X$, with mean $= -4.1$ and variance $= 27.8$. (c) Fusion function with $\lambda = 1.0$. (d) Fused density with mean $= -2.2$ and variance $= 17.3$. 
Figure 4.49: (a) p.d.f $p_{k_a}$ with mean = 4.6 and variance = 2.9, (b) p.d.f $p_{k_b}$ with mean = 0.8 and variance = 29.6. (c) Fusion function with $\lambda = 1.0$ (d) Fused density with mean 3.9 and variance 9.5
Figure 4.50: (a) p.d.f $p_{\alpha}$ with mean = 31.0 and variance = 61.9, (b) p.d.f $p_{\beta}$ with mean = 34.0 and variance = 72.4, (c) Fusion function with $\lambda = 5.0$ (d) Fused density with mean 33.9 and variance 64.8
<table>
<thead>
<tr>
<th>X</th>
<th>Y</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stereo Range Fusion Ideal</td>
<td>Stereo Range Fusion Ideal</td>
<td>Stereo Range Fusion Ideal</td>
</tr>
<tr>
<td>-9.8</td>
<td>-13.5</td>
<td>-10.2</td>
</tr>
<tr>
<td>-4.3</td>
<td>-8.8</td>
<td>-7.5</td>
</tr>
<tr>
<td>0.67</td>
<td>-3.3</td>
<td>-1.8</td>
</tr>
<tr>
<td>-0.5</td>
<td>-4.1</td>
<td>-2.2</td>
</tr>
<tr>
<td>-3.9</td>
<td>3.9</td>
<td>0.35</td>
</tr>
<tr>
<td>-9.7</td>
<td>-6.0</td>
<td>-1.5</td>
</tr>
<tr>
<td>2.9</td>
<td>4.6</td>
<td>1.8</td>
</tr>
</tbody>
</table>

Table 4.2: 3 D coordinates of the plane
Table 4.3: Variance associated with the 3-D coordinates of the plane

<table>
<thead>
<tr>
<th></th>
<th>$\sigma_X$</th>
<th></th>
<th>$\sigma_Y$</th>
<th></th>
<th>$\sigma_Z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stereo</td>
<td>Range</td>
<td>Fusion</td>
<td>Stereo</td>
<td>Range</td>
<td>Fusion</td>
</tr>
<tr>
<td>11.8</td>
<td>38.2</td>
<td>23.9</td>
<td>2.5</td>
<td>34.2</td>
<td>23.6</td>
</tr>
<tr>
<td>1.9</td>
<td>101.8</td>
<td>54.9</td>
<td>2.4</td>
<td>66.2</td>
<td>28.5</td>
</tr>
<tr>
<td>0.6</td>
<td>36.3</td>
<td>26.2</td>
<td>4.6</td>
<td>38.8</td>
<td>28.9</td>
</tr>
<tr>
<td>0.6</td>
<td>27.8</td>
<td>17.3</td>
<td>2.9</td>
<td>29.6</td>
<td>9.5</td>
</tr>
</tbody>
</table>
We took some uncertain sensory data from stereo and range with a variance associated at each point $(X^s, Y^s, Z^s)^T$ and $(X^r, Y^r, Z^r)^T$ as $(\sigma_{x^s}^2, \sigma_{y^s}^2, \sigma_{z^s}^2)^T$ and $(\sigma_{x^r}^2, \sigma_{y^r}^2, \sigma_{z^r}^2)^T$, respectively. Experimentally we have seen that the variances associated along the $Z$ coordinate is very much greater than the $X$, $Y$ coordinates acquired from stereo system. Conversely from range data the recovered data has larger variance in the $XY$ component compared to $Z$ direction. This can be attributed to the fact that in stereo, the depth of the object from the camera is inversely proportional to the disparity (distance between the two camera positions), in ultrasonic range system it has a better resolution in measuring depth than the $XY$ coordinates. Graphically the stereo measurement can be illustrated as an ellipsoid centered about $X^sY^sZ^s$ with its axes as $\sigma_{x^s}^2, \sigma_{y^s}^2, \sigma_{z^s}^2$. This is illustrated in Fig. 4.51(a). Similar things can be said about the range data and is illustrated in Fig. 4.51(b). Due to similar behaviour in the $XY$ measurement modalities Fig. 4.51 can be redrawn as Fig. 4.52. Our objective was to deal with this uncertainty in these two pieces of information by fusing the errors from stereo and range systems. For a reasonable $\lambda$ the relative errors can be shown by the dotted curve in Fig. 4.52.

Traditionally the uncertainty is dealt with by simple addition of the errors associated with the measurements. This will result in the $X-Y$ and $Z$ space much larger than the two measurements individually. This interpretation can be extended to each of the four target points from which the pose of the object can be recovered. As a result of the fusion the error on the final pose is significantly
Figure 4.51: (a) Graphical representation of the variance associated to the stereo data. (b) Graphical representation of the variance associated to the range data.

Figure 4.52: Variance in stereo, range data: the dotted curve represents the expected variance after fusing.
smaller than that recovered by either sensor alone or by simply adding the errors incurred by stereo and range measurements.
CHAPTER 5

Conclusion

In this study we have described a technique to model and fuse three dimensional information from a stereo and an ultrasonic range system to establish the pose of the object and the accuracy associated with the measurements. The sources of error in a stereo system and those inherent in ultrasonic range measurement systems were probabilistically modelled.

The optimization technique used for updating the measurements generated by the two systems was solved by the Euler–Lagrange calculus of variations equations. Then the uncertainties inherent in each of the measurements were combined by fusing the probability densities of the stereo and ultrasonic range for each of the target points describing the pose.

This method in dealing with uncertainty in data extracted from disparate sensors is very advantageous in that it exploits the best features and ignores the weaknesses of each sensor. Thus it has enabled us to obtain unique information (3-D pose of an object) for significantly different data.
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